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Abstract

This paper presents an integration of two approaches to complex decision-making from
very different traditions: from the psychology of jury decision, the Story Model, and from
the philosophy of science, the Theory of Explanatory Coherence and its computational
instantiation, ECHO. The subjects in Pennington & Hastie (1993) generated causal
“stories” to represent the events related to a particular trial. These stories were modeled
with ECHO, and ECHO reached the same verdicts as did the human subjects. The ECHO
simulations were also linked to the trial testimony, which, despite the inconsistent nature of
the testimony, actually increased the coherence of stories for two jurors with very different
verdicts. Implications for both the Story Model and ECHO are discussed. 

1. Introduction

One of the questions confronting both psychology and philosophy is understanding how it
is that people make decisions in complex situations. Such situations often containing
contradictory evidence, gaps in what is known, and the like. While no complete account
has yet been offered, similar frameworks for understanding complex decisions have
arisen, and from very different traditions. One tradition is that of the historical philosophy
of science, which attempts to understand how it is that scientists come to accept new
paradigms. While there have been many approaches to understanding what Kuhn (1962)
termed a “paradigm shift,” the one considered here is Thagard’s (1989, 1992a) Theory of
Explanatory Coherence (TEC) and the associated computational model, ECHO. The
second tradition is the psychology of jury decisions, which attempts to understand how it
is that jurors arrive at a particular verdict. This, too, is not a field with a unitary way of
understanding its phenomena, but one model that has been particularly promising in this
area is the Story Model (Pennington & Hastie, 1986; 1993). Interestingly, work
beginning in these seemingly disparate domains has converged to the point that it should be
possible to integrate the two frameworks into a unitary theory of complex decision-
making.

While presenting such an integrated theory is beyond the scope of this presentation, it is
possible to demonstrate that these two approaches are both consistent and complementary.
This will be made clearer by presenting TEC-ECHO simulations of some of the data which
has been used to support the Story Model. To understand these examples, the two
frameworks will first be described and then the simulations presented. A discussion of the
implications for both approaches and possible integration will follow the presentation of
the simulation models.

1.1 Explanatory Coherence and ECHO
In attempting to understand how it is that scientists make decisions to accept new
theoretical positions, Thagard has constructed the Theory of Explanatory Coherence (TEC)
and a computational modeling system which embodies the principles of TEC, ECHO. TEC
and ECHO have been used to provide “a mechanism that can lead people to abandon an old
conceptual system and accept a new one” (Thagard, 1992a, p. 62). 
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In TEC, “explain” is taken to be a primitive relation between propositions (P, Q, and
P1. .Pn) in an explanatory scheme (S). Coherence, then, is the extent to which the
propositions in the system follow the “principles” of explanatory coherence:

Principle 1. Symmetry
(a) If P and Q cohere, then Q and P cohere.
(b) If P and Q incohere, then Q and P incohere.

Principle 2. Explanation
If P1...Pm explain Q, then

(a) For each Pi in P1...Pm, Pi and Q cohere.

(b) For each Pi and Pj in P1...Pm, Pi and Pj cohere.

(c) In (a) and (b) the degree of coherence is inversely proportional to the number of propositions
P1...Pm.

Principle 3. Analogy
If P1 explains Q1, P2 explains Q2, P1 is analogous to P2, and Q1 is analogous to Q2, then P1
and P2 cohere, and Q1 and Q2 cohere.

Principle 4. Data Priority
Propositions that describe the results of observations have a degree of acceptability on their own.

Principle 5. Contradiction
If P contradicts Q, then P and Q incohere.

Principle 6. Competition
If P and Q both explain a proposition Pi, and if P and Q are not explanatorily connected, then P
and Q incohere. Here P and Q are explanatorily connected if any of the following conditions holds:
(a) P is part of the explanation of Q.
(b) Q is part of the explanation of P.
(c) P and Q are together part of the explanation of some proposition, Pj.

Principle 7. Acceptability
(a) The acceptability of a proposition P in a system S depends on its coherence with the

propositions in S.
(b) If many results of relevant experimental observations are unexplained, then the acceptability of

a proposition P that explains only a few of them is reduced.

which were taken directly from Thagard (1992a). Clearly, the coherence of a large system
of explaining and contradicting propositions cannot be computed simply with TEC (despite
criticisms to the contrary, which have not demonstrated themselves to be even remotely
successful). In light of this, a connectionist (though not PDP) system called ECHO has
been developed which makes this computation straightforward. TEC and ECHO have been
used to explain numerous “scientific revolutions” such as the Copernican revolution
(Nowak & Thagard, 1992; Thagard, 1992a) as well as various complex decisions, such
as Hitler’s belief the Allies would invade Calais rather than Normandy and the decision of
the captain of the USS Vincennes which led to the destruction of a passenger aircraft
(Thagard, 1992b). Most closely related to the present issue, ECHO has been used to model
prominent jury verdicts (Thagard, 1989), though not the decisions of individual jurors.
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One of the criticisms that has been raised (e.g. Giere, 1993) about the ECHO simulations
is that the “explanations” have been provided to the system by the programmer—that is,
the propositions used and the explanatory and contradictory links between them have all
been decided upon by the same person, and since it is impossible to know what
explanations that, say, Darwin actually considered, the simulations are in some way
invalid.1 The simulations presented here later address this issue by using the explanations
provided by the jurors themselves rather than explanations provided by the programmer.2

1.2 The Story Model
The Story Model was developed to explain how individual jurors reach particular verdicts.
Decision-making by jurors represents an interesting and complex psychological domain,
because jurors typically receive large amounts of often contradictory evidence in essentially
random order. One of the reasons for the success of the Story Model is that other, more
“traditional” decision models have difficulty modeling human decisions under such
conditions (Pennington & Hastie, 1992). The Story Model maintains that jurors arrive at
decisions as the result of a three-stage process: 

(1) Story Construction, “an active, constructive comprehension process in which they
make sense of trial information by attempting to organize it into a coherent mental
representation” (Pennington & Hastie, 1992, p. 190). These representations typically take
the form of stories with causal links between episodes in the story. It is possible for jurors
to construct more than one story, and in that case stories are judged on the basis of their
acceptability. According to the Story Model, acceptability is a function of coherence,
completeness, and uniqueness. These principles, when explained in greater detail, parallel
those of TEC, as has been observed both by Thagard (1989) and Pennington and Hastie
(1993).

(2) Verdict Representation, in which the juror constructs a representation of the possible
verdicts. In most criminal cases, verdicts consist of more than simply “guilty” or “not
guilty.” For example, in the murder case used in Pennington and Hastie (1986), the jurors
have four options: first-degree murder, second-degree murder, manslaughter, and not
guilty. Verdicts are represented along four axes: identity (was the defendant the one?),
mental state of the defendant at the time, circumstances during the event, and the actions
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1 This is not a particularly imaginative criticism, as the algorithms and input data used by almost all
computational models are supplied by the researchers—for example, the “feature vectors” supplied to
connectionist models (e.g. Churchland, 1989). The burden is that of the critics to demonstrate why the
explanations supplied ECHO are wrong, which Thagard’s critics have failed to do for all but the simplest of
the ECHO simulations, the Darwin example (Thagard, 1989; 1992a, Chapter 6).

2 Another way to construe Giere’s criticism is that all of the important work done in an ECHO
simulation is not actually done by ECHO, but rather by the process of constructing the inputs. If that were
the case, then it should be possible to immediately see the “decisions” ECHO will reach just by looking at
the network given to ECHO. I maintain this is far from possible, particularly with large networks. This
criticism is not unlike saying that categorization programs do no interesting work because someone else
supplies the feature sets, or more extremely, that the human visual cortex does no interesting work because
the eyes and LGN do some input processing. If all the work is done in generating the input, the best
algorithm for ECHO ought to be a trivial one—yet no one, most notably not Giere, has come up with a
suitable simple replacement. It should also be noted that Thagard (1992a, Chapter 4) directly addresses this
criticism in several different ways.



taken by the defendant. While jurors differ from one another in terms of their
representations of the verdicts, this does not play a central role, as differences in verdict
representations are not associated with differences in decision outcomes (Pennington &
Hastie, 1986).

(3) Story Classification, in which the story constructed in step 1 is matched to the verdicts
represented in step 2. The central element here is the goodness of fit between the story and
the various verdicts. The verdict with the best fit to the story is hypothesized to be the one
chosen by the juror.

The relationship between the Story Model and ECHO is clear: ECHO provides a
computational account of the acceptability of the stories constructed and the story
classification processes, and to the extent that juror’s decisions are in accord with ECHO
predictions, supports the psychological plausibility of ECHO. In order to demonstrate this
more conclusively, ECHO simulation models were constructed based on the causal stories
of two of Pennington and Hastie’s (1993) subjects. These ECHO models do indeed reach
the verdicts that the subjects reached, and have other interesting properties.

2. Simulation Models

2.1 The Jurors
The jurors simulated are jurors #109 and #128, taken from Pennington and Hastie (1993).
The jurors were presented with videotaped versions of the testimony given in Appendix A,
and then presented with four alternatives: first-degree murder, second-degree murder,
manslaughter, and not guilty. The fictional case involves Frank Johnson killing Alan
Caldwell. While there is no doubt that Johnson killed Caldwell, the exact verdict is not
well-constrained by the testimony. For example, it is not clear if Caldwell attacked
Johnson with a straight razor immediately before Johnson stabbed Caldwell. Beliefs about
events such as that can play a key role in juror decisions.

Figures 1 and 2 are reproductions of the Pennington and Hastie’s (1993) Figures 4 and 3
(pp. 144, 145), which represent the stories generated by juror 128 and 109, respectively.
In these figures, 

[e]vents and episodes are represented by solid circles and the diameters of
the circles indicate the degree of elaboration provided of events by the
jurors; broken circles represent the defendant’s goals, inferred by the juror.
The arrows connect events that were explicitly linked by causal relations in
the juror’s verbal report. The letters J and C refer to the defendant Johnson
and the victim Caldwell respectively. 

It is important to note that juror #109 delivered a “not guilty” verdict and juror #128
delivered a “first-degree murder” verdict, after both of them had seen exactly the same
evidence presented in exactly the same manner. The clear difference between the two jurors
was in the stories they generated to explain the events which led to the trial.
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Figure 1. Causal event chain given by juror 128

2.2 Simulation Elements
The ECHO simulation models constructed for both jurors contained many of the same
elements, in particular those related to the verdict categories and the trial testimony. The
verdict categories of action, mental states, and circumstances (taken from Pennington and
Hastie, 1986) yielded 18 propositions and 7 explanations or contradictions. Linking the
verdict categories and the final verdicts required four explanations and one contradiction.

The four possible final verdicts generated four propositions. Since those verdicts are
essentially mutually exclusive, five contradictory links were generated between pairs of
final verdicts. The final verdict delivered by the juror was assumed to be the final verdict
proposition with the highest activation at the end of the ECHO run.

Nineteen propositions were generated by the testimony itself; while there were certainly
more than 19 propositions in the testimony, those that seemed the most directly relevant
were used. There were several pieces of directly contradictory testimony and these were
included to see how ECHO would handle the contradictions.
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Figure 2. Causal event chain given by juror 109

Since one of the aims of this paper was to remove the supposed “programmer bias,” and
the stories of the two jurors included few references to the actual evidence, there were two
models made for each juror: one including the testimony propositions and one without the
testimony, as it is not guaranteed that the links made from the evidence to the story are
exactly the ones made by the jurors. While this does have some impact on the ECHO
network as a whole, the impact on the final decisions was negligible.

The story for Juror 128 consisted of 19 propositions and 14 explanations (ECHO code for
Juror 128 can be found in Appendix B), all of which were derived directly from the graph
presented in Figure 1. Eight explanations or contradictions connected Juror 128’s story to
the verdict category propositions. It should be noted that one of the propositions in Juror
128’s story actually was a piece of the testimony, so only 18 additional explanations or
contradictions had to be added to link the story to the 19 testimony propositions. 
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Juror 109’s story consisted of 26 propositions and 18 explanations, all of which were
again derived from the causal graph (Figure 2) and are presented in Appendix C. Seven
explanations or contradictions connected Juror 109’s story to the verdict categories, and 19
more were necessary to connect the story to the testimony.

2.3 Summary of Results
A general summary of the results of the four simulations can be found in Table 1. This
table presents the final (asymptotic) activation values for the total network and the four
propositions representing the possible final verdicts. (Activation values range from +1 to -
1 for a given proposition, with +1 indicating complete acceptance and -1 complete
rejection.)

Table 1. ECHO simulation results

Juror 128 Juror 109

story only + evidence story only + evidence

Total coherence .49 .78 .37 .59
Not guilty by self-defense -.54 -.54 .34 .40
Manslaughter -.26 -.28 -.47 -.40

Second-degree murder .49 .49 .10 -.09
First-degree murder .56 .57 .12 .03

There are a several things to note about the simulation results. First and foremost, the
simulations are in agreement with the verdicts reached by the jurors that were modeled.
Second, according to ECHO, both of the stories constructed by the jurors are coherent
explanations. This is important in that the explanations used were those constructed by the
jurors themselves and not the ECHO programmer. Third, both explanations become even
more coherent when related to the testimony—this is particularly interesting since the two
stories yield opposing verdicts, and the testimony presented is not itself consistent. Both
stories formed by the jurors integrate this contradictory testimony in a coherent way, even
though the stories themselves differ dramatically. 

Another interesting facet of the ECHO models relates to the testimony. Since the jurors did
not observe any of the events as they happened, they must rely on the testimony and their
own inferences to guide them. In many legal cases, though, testimony is somewhat less
than guaranteed to be an accurate description of the events that took place. In the case
examined by these jurors, the defendant and one of his best friends are also witnesses. Are
they to be believed? As it turns out, whether or not the witnesses are believed depends on
the content of their testimony. According to the ECHO simulations, testimony will be
believed to the extent that it is coherent with the story that the juror constructs. In these
simulations, for example, almost all of the defendant’s testimony ends up with negative
activation values (is not believed) for juror 128, and all of it ends up with positive
activation values for juror 109. (Activation graphs for the two jurors can be found in
Appendices D and E.) This is consistent with many of the ECHO simulations of scientist’s
beliefs, wherein certain experiments are considered “anomalies” and not believed by the
scientists.
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3. Discussion

Despite their different origins, ECHO and the Story Model can work together to provide a
compelling account of how people make complex decisions. While this account would
certainly be more compelling with more jurors, in particular those delivering manslaughter
and second-degree murder verdicts, the results presented here are promising. This has
implications for further work on both the Story Model and ECHO. 

3.1 Implications for the Story Model
One of the primary advantages for the Story Model of the ECHO approach is that it is less
post-hoc than the present Story Model. As it stands, the Story Model is more an account
than a predictive model (but see Pennington & Hastie, 1992). Jurors’ stories are noted to
be consistent with the verdict categories after the final verdict from each juror is known.
Because “coherence, completeness, and uniqueness” are not formally defined in the Story
Model, multiple interpretations of any given story are possible. With ECHO, the coherence
is computed for a single verdict, making the prediction clear.

Second, the Story Model has been applied primarily to the domain of juror decisions.
While, in principle, the Story Model is part of a more general framework of explanation-
based decision making, most of the work on explanation-based decision making has been
conducted as work on the Story Model. While this is certainly reasonable given the
complexity of the task confronting jurors, the success of ECHO in domains outside of
juror decision bodes well for the extension of the Story Model to other domains.

3.2 Implications for TEC-ECHO
One of TEC-ECHO’s more caustic critics is Glymour (1992), with two major points:
ECHO lacks psychological plausibility and the complex algorithm used by ECHO is
unnecessary.3 This fusion with the Story Model addresses both of these criticisms.
Glymour (1992, p. 470) claims that “there is no psychological case at all” for the way
ECHO computes coherence. While this claim ignores other successful applications of
ECHO to psychological data (Ranney & Thagard, 1988; Schank & Ranney, 1991), this
criticism is rendered even weaker by the present work. Jurors do indeed appear to make
decisions that are consistent with the ECHO simulations, giving further support for
ECHO’s psychological plausibility. 
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The support for ECHO would be stronger if the stories that individual jurors rejected were
also included and shown to have lower coherence than the story each juror decided upon.
Another point in support would be if two jurors with contradictory stories were brought
together and the juror with the story having greater total coherence “won” out (juror 128 in
this case). In fact, such an enterprise would be quite useful, extending both the Story
Model and ECHO to the domain of complex decision-making by groups and not just
individuals.

Glymour’s second criticism is addressed by this work as well. Glymour’s “pocket
calculator” algorithm (1992, p. 474) for ECHO has a critically linear aspect to it which is
not found in ECHO. While it may indeed agree with ECHO that the jurors’ stories are
coherent and yield the decisions they do, it is unclear that Glymour’s algorithm will yield
increases in coherence for both stories given the inconsistent nature of the testimony.
Again, until Glymour can demonstrate a simpler algorithm that yields the consistency of
results that ECHO does, there is no reason to believe that Glymour’s criticism is a valid
one.

What Is an Explanation? One of the criticism that has been leveled at TEC-ECHO by both
the previously-mentioned critics (Giere, 1993; Glymour, 1992) is that ECHO begs the
question of what an explanation is. When “P explains Q” is provided in the context of
TEC, what does “explain” actually mean? Are all explanations the same? Thagard (1992a)
attempts to address this question with the answer that explanations take a variety of forms.
Explanation, Thagard maintains, is a complex process that can include suprocesses based
on deductive, statistical, schematic, analogical, causal, or linguistic/pragmatic
subprocesses. There is no single way to construct an explanation, and the “goodness” of
an explanation is a function of the explanatory system in which it is embedded. 

This is entirely consistent with the data provided in Pennington and Hastie (1993). The
inferences which connect one part of their story with the next take a variety of forms, all of
which are equally valid for that juror. In fact, several of the explanatory links shown in
Figures 1 and 2 are broken down by Pennington and Hastie (1993) to more primitive
inferences, each of which could also be analyzed with ECHO (e.g. Pennington & Hastie’s
(1993) Figures 5 and 6). Thus, there is no single answer to what an explanation is across
all individuals, but once the (local) explanations have been formed, a given system of
explanations seems to match the predictions made by TEC-ECHO. While this may be
something of a difficulty for ECHO as a normative model, it provides healthy support for
ECHO as a predictive one.

3.3 Conclusions
In summary, this paper presented two approaches to complex decision-making which
developed separately from different intellectual traditions, and demonstrated that these
approaches are compatible and complementary. This was done by constructing ECHO
models of decisions made by individual jurors on the basis of the causal stories they
generated. The ECHO simulations came to the same decisions as the jurors, providing
formal support for the Story Model and psychological support for ECHO. 

Understanding how people make complex decisions is a critical question for both
psychology and philosophy, and an approach which integrates detailed analyses of the
complex explanations formed and the coherence of those explanations could potentially
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shed a great deal of light on the problem. There is still plenty of work to be done here, of
course, particularly in the area of understanding exactly how people construct these causal
stories, but the integrated Story Model/ECHO approach offers much promise in answering
the question of how people make decisions in complex situations.
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Appendix A. Testimony

Reproduced from Pennington and Hastie (1986), p. 257.

Indictment
The defendant Frank Johnson is charged with killing Alan Caldwell with deliberate
premeditation and malice aforethought.

The Defendant's Plea
The defendant, Frank Johnson, pleads NOT GUILTY.

Officer Richard Harris
On May 21st at about 11:00 P.M. I was on my usual foot patrol when I heard shouts from the

direction of Gleason's Bar and Grill and hurried in that direction. From across the street I saw Caldwell (the
victim) hit the defendant Johnson in the face. Johnson staggered back against the wall, then came forward
and raised a knife above his head with his right hand. I yelled. "Frank, don't do it." But he plunged the knife
downward into Caldwell's chest. Caldwell had fallen to the ground by the time I reached the scene. I
apprehended Johnson, phoned for a police cruiser and an ambulance.

Cross-examination. I had a clear view of the fight from across the street approximately 75 feet
away. I did not see anything in Caldwell's hand although I could not see Caldwell's right hand which was
down by the side away from me. Johnson did not resist arrest, but he did say,"Caldwell pulled a razor on
me so I stuck him' (This last statement was declared inadmissible by the trial judge.) The knife Harris
retrieved from the ground near Caldwell is introduced as evidence. It measures eleven inches from end to
end.

State Pathologist, Dr. Robert Katz
I found the following items on the body of Alan Caldwell: a ring, a watch, and small change in

the right front pocket, and a straight razor in the left rear pocket. Caldwell was killed by a stab wound to
the heart between the third and fourth ribs. I was unable to determine the angle at which the knife entered
Caldwell's chest. His blood alcohol level was .032. This is enough alcohol that Caldwell may have been
drunk. Caldwell had numerous surgical scars on his body. There were other scars of undetermined origin.
The straight razor is introduced as evidence.

Patrick Gleason
I am the owner of Gleason's Bar and Grill. That night I had occasion to run to the window because

there were some shouts outside. Actually, I expected it because I had watched Caldwell and Johnson leave
the bar together a few minutes before. Through the window I saw Johnson raise his hand up and stab
Caldwell. I didn't see anything in Caldwell's hand. Caldwell and Johnson didn't come to the bar together.
First, Johnson and his friend Dennis Clemens arrived at about 9:00 P.M. and later Caldwell arrived. Then
later, Caldwell and Johnson were talking at the bar and then they walked outside together. On the way out
Caldwell put his watch in his pocket. Earlier in the day Johnson and Caldwell had both been in the bar. At
that time they were arguing. Caldwell pulled out a razor and threatened to kill Johnson. A couple of patrons
said something to Johnson and he left. That was earlier in the afternoon-before this fight in the evening.

Cross-examination. There was a neon light in the window which partially obstructed my view
and I could only see Johnson and Caldwell at an angle. Frank Johnson has a reputation for peacefulness and
has never caused trouble in the bar. (The judge does not allow Gleason to testify about Alan Caldwell's
reputation.)
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Dennis Clemens
I stopped at Frank Johnson's home on the evening of May 21st and asked Johnson to join me for a

drink at Gleason's, which is where we usually go. Before we went in the bar, we looked around. We didn't
see anything. At about 9:30 P.M. Caldwell entered, and after a while motioned Johnson to come and talk.
In a few minutes, Johnson and Caldwell left the bar. I could not hear what they said, but went near the
front door which was open. I heard a few shouts, saw Caldwell punch Johnson to the ground, and begin to
attack him with a razor. Johnson tried to hold Caldwell off but Caldwell attacked, there was a scuffle
Caldwell staggered back, and after about twenty seconds fell to the ground. I didn't go outside to stop the
fight because it happened so quickly.

Cross-examination. Johnson and I did not go to Gleason's looking for Caldwell, and Johnson was
reluctant to go into Gleason's until we had assured ourselves that Caldwell was not there. I saw the razor
clearly in Caldwell's right hand. I didn't see the knife in Johnson's hand because of the angle of the two
men.

Janet Stewart
I am a waitress at Gleason's Grill, and on the night of the fight I noticed both Caldwell and

Johnson in the grill before the fight. There was shouting outside. When I ran outside I saw Caldwell on the
ground. I also noticed Caldwell's car, which I recognized, was parked illegally in front of the grill and
would have obstructed a view of the fight from across the street.

Frank Johnson
I was in Gleason's Grill on the afternoon of May 21st. A woman asked me to give her a ride

somewhere the next day. Alan Caldwell immediately came over screaming at me and threatening me; he
pulled a razor and threatened to kill me. I was quite upset and frightened and I went home and spent the day
with my wife and six children until 9:00 P.M. when Dennis Clemens came by and suggested we go out for
a drink. When we got to Gleason's Grill, I was afraid to go in but was finally convinced when we could
find no evidence that Caldwell was in the grill. Later Caldwell entered and sat at the bar. Twenty minutes
later Caldwell motioned me over in a friendly way and suggested we go outside. Caldwell was calm and
friendly and I thought he wanted to talk. Once outside though, Caldwell became angry, threatened to kill
me, and then hit me in the face with his right fist. The blow knocked me back against the wall and stunned
me but I noticed that Caldwell had pulled his razor again. I unthinkingly reached for my fishing knife,
pulled it out and held it in front of me to keep Caldwell away. But Caldwell rushed in with his razor and
lunged on the fishing knife. The next thing I remember is Officer Harris arriving at the scene. I almost
always carry my fishing knife because I am an avid fisherman and my wife does not like the knife to be
lying around where the smaller children may pick it up. I couldn't get away from the fight because I was
knocked down and cornered against the wall. I reached for the knife instinctively and tried to protect myself.
I didn't mean to kill Caldwell.

Cross-examination. I don't think I had my knife with me in the afternoon but I don't really know
because I carry it with me a lot.
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Appendix B. ECHO inputs for Juror #128

;;; ECHO network based on [1] the network shown on page 145 of Pennington & 
;;;  Hastie's 1993 Cognition article, which represents subject number 128,
;;;  a first-degree murder verdict, [2] the verdict outcomes from page 244
;;;  of Pennington and Hastie's 1986 JPSP article, [3] a hand-made set of
;;;  connections between them, [4] the testimony presented in the 1986 JPSP
;;;  article, and finally [5] a set of connections between the story and the
;;;  testimony.
;;;  
;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;

;;;
;;; propositions in the juror's story
;;;
(proposition 'THREAT "C threatens J")
(proposition 'RETAL "J wants to retaliate")
(proposition 'HUMIL "J is humiliated")
(proposition 'NO-KNIFE "J has no knife")
(proposition 'LEAVE    "J leaves bar")
(proposition 'AT-HOME "J is at home")
(proposition 'KILL-1  "J wants to kill C")
(proposition 'STAB    "J wants to stab C")
(proposition 'FRIEND  "Friend comes over to J's house")
(proposition 'SUGGEST  "Friend suggests going to bar")
(proposition 'KNIFE "J takes the knife")
(proposition 'FIND  "J wants to find C")
(proposition 'GO-BACK "J and friend go back to the bar")
(proposition 'OUTSIDE "C and J go outside")
(proposition 'STRIKE  "C hits J, no razor")
(proposition 'KILL-2  "J *really* wants to kill C")
(proposition 'STABS "J stabs C with the knife")
(proposition 'O1 "Officer said he saw Johnson stab Caldwell")
(proposition 'DIES "C dies")

;;;
;;; Explanatory links in the story
;;;
(explain '(THREAT) 'RETAL)
(explain '(THREAT NO-KNIFE) 'LEAVE)
(explain '(THREAT HUMIL HOME) 'KILL-1)
(explain '(THREAT LEAVE) 'HOME)
(explain '(FRIEND) 'SUGGEST)
(explain '(HOME SUGGEST STAB) 'KNIFE)
(explain '(SUGGEST) 'FIND)
(explain '(KILL STAB FIND KNIFE) 'GO-BACK)
(explain '(GO-BACK) 'OUTSIDE)
(explain '(OUTSIDE) 'STRIKE)
(explain '(STRIKE KILL-1) 'KILL-2)
(explain '(STRIKE KILL-1) 'STABS)
(explain '(STABS) 'O1)
(explain '(STABS) 'DIES)
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;;;
;;; links from story to verdict categories
;;;
(explain '(STABS) 'K)
(explain '(KILL-2) 'FM1)
(explain '(STAB) 'SM1)
(contradict 'FIND 'DM1)
(explain '(FIND) 'FC1)
(explain '(STAB) 'FSC1)
(explain '(KILL-2) 'FSMA1)
(explain '(STABS) 'FSMA1)

;;;
;;; verdict category representation
;;;

;; Identity
(proposition 'K  "Johnson killed Caldwell")
(proposition 'NK "Johnson did not kill Caldwell")
(contradict 'K 'NK)

;; Mental state
(proposition 'FM1 "Johnson intended & resolved to kill Caldwell")
(proposition 'SM1 "Johnson intended to harm Caldwell")
(proposition 'MM1 "Johnson was 'in the heat of passion'")
(proposition 'MM2 "Johnson had diminshed capacity")
(proposition 'DM1 "Johnson feared for his life")
(proposition 'DM2 "Johnson was defending himself")
(contradict 'FM1 'MM1)
(contradict 'FM2 'DM2)

;; Circumstances
(proposition 'FSC1 "Johnson was not provoked")
(proposition 'FC1  "Johnson resolved to kill Caldwell before he did so")
(proposition 'MC1  "Johnson was provoked")
(proposition 'MC2  "No immediate threat to Johnson's life")
(proposition 'DC1  "Johnson was under immediate attack")
(proposition 'DC2  "Johnson was unable to escape")
(contradict 'FSC1 'MC1)
(contradict 'MC2 'DC1)

;; Actions
(proposition 'FSMA1 "Johnson did not attempt to escape")
(proposition 'FSMA2 "Johnson used unreasonable force")
(proposition 'DA1   "Johnson tried but could not escape")
(proposition 'DA2   "Johnson used reasonable force")
(contradict 'FSMA1 'DA1)
(contradict 'FSMA2 'DA2)
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;;;
;;; Final decision
;;;
(proposition 'FDM "J guilty of first-degree murder")
(proposition 'SDM "J guilty of second-degree murder")
(proposition 'MSL "J guilty of manslaughter")
(proposition 'NGD "J not guilty, self-defense")

(explain '(FM1 FSC1 FC1 FSMA1 FSMA2 K) 'FDM)
(explain '(SM1 FSC1 FSMA1 FSMA2) 'SDM)
(explain '(MM1 MM2 MC1 MC2 FSMA1 FSMA2) 'MSL)
(explain '(DM1 DM2 DC1 DC2 DA1 DA2) 'NGD)
(contradict 'FC1 'SDM)

(contradict 'FDM 'NGD)
(contradict 'MSL 'FDM)
(contradict 'MSL 'NGD)
(contradict 'SDM 'NGD)
(contradict 'MSL 'SDM)

;;;
;;; trial testimony--cut here to remove testimony
;;;
(proposition 'O1 "Officer said he saw Johnson stab Caldwell")
(proposition 'O2 "Officer said could not see razor in Caldwell's hand")
(proposition 'O3 "Officer said Caldwell struck Johnson")
(proposition 'P1 "Pathologist said Caldwell had a straight razor in his pocket")
(proposition 'P2 "Pathologist said Caldwell died from a stab wound between his ribs")
(proposition 'G1 "Gleason said I saw Johnson stab Caldwell")
(proposition 'G2 "Gleason said Caldwell pulled a razor and threatened to kill Johnson
earlier")
(proposition 'G3 "Gleason said Johnson and Caldwell left the bar together")
(proposition 'G4 "Gleason said I saw nothing in Caldwell's hand")
(proposition 'W1 "Car obscured officer's view")
(proposition 'F1 "Friend said Johnson went to the bar because I asked him to")
(proposition 'F2 "Friend said We looked for Caldwell before entering the bar")
(proposition 'F3 "Friend said Caldwell struck Johnson")
(proposition 'F4 "Friend said Caldwell attacked Johnson with a razor")
(proposition 'J1 "Johnson said I was frightened when Caldwell threatened me")
(proposition 'J2 "Johnson said Caldwell struck me")
(proposition 'J3 "Johnson said Caldwell pulled his razor on me")
(proposition 'J4 "Johnson said I tried to escape but could not")
(proposition 'J5 "Johnson said I didn't intend to kill Caldwell")
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;;;
;;; links between evidence and story
;;;
(explain '(NO-RAZ) 'O2)
(explain '(STRIKE) 'O3)
(explain '(NO-RAZ) 'P1)
(explain '(STABS) 'P2)
(explain '(STABS) 'G1)
(explain '(THREAT) 'G2)
(explain '(OUTSIDE) 'G3)
(explain '(NO-RAZ) 'G4)
(explain '(W1) 'O2)
(explain '(SUGGEST) 'F1)
(contradict 'F2 'FIND)
(explain '(STRIKE) 'F3)
(contradict 'F4 'NO-RAZ)
(contradict 'J1 'RETAL)
(explain '(STRIKE) 'J2)
(contradict 'NO-RAZ 'J3)
(contradict 'J4 'KILL-2)
(contradict 'J5 'KILL-1)
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Appendix C. ECHO inputs for Juror #109

;;; ECHO network based on [1] the network shown on page 144 of Pennington & 
;;;  Hastie's 1993 Cognition article, which represents subject number 109,
;;;  [2] the verdict outcomes from page 244 of Pennington and Hastie's 1986
;;;  JPSP article, and [4] a hand-made set of connections between them.
;;;  Added for "+e" version:  Links to testimony not included in PH.
;;;  
;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;;

;;;
;;; propositions in the story
;;;
(proposition 'THREAT "C threatens J")
(proposition 'AVD-T "J wants to avoid trouble")
(proposition 'AVD-C "J wants to avoid C")
(proposition 'J-FEAR "J is afraid")
(proposition 'HOME  "J wants to stay home")
(proposition 'LEAVE "J leaves the bar")
(proposition 'AT-HOME "J is at home")
(proposition 'TO-HOUSE "Friend comes over to J's house")
(proposition 'SUGGEST  "Friend suggests going to bar")
(proposition 'BAR  "J wants to go to the bar")
(proposition 'SCARE "J wants to scare C")
(proposition 'BLUFF "J wants to bluff C")
(proposition 'ALONE "C will leave J alone")
(proposition 'KNIFE "J takes the knife")
(proposition 'GO-BACK "J and friend go back to the bar")
(proposition 'C-GONE  "C is not in the bar")
(proposition 'ENTER   "J and friend enter bar")
(proposition 'OUTSIDE "C and J go outside")
(proposition 'STRIKE  "C hits J and pulls razor")
(proposition 'SCARED  "J is scared")
(proposition 'SHOW    "J wants to show the knife")
(proposition 'PROTECT "J wants to protect himself")
(proposition 'PULL  "J pulls his knife")
(proposition 'STABS "J stabs C with the knife")
(proposition 'INJURE "C is wounded")
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;;;
;;; Explanatory links in the story
;;;
(explain '(THREAT J-FEAR) 'AVD-T)
(explain '(THREAT HOME) 'LEAVE)
(explain '(THREAT) 'J-FEAR)
(explain '(J-FEAR) 'AVD-C)
(explain '(J-FEAR) 'HOME)
(explain '(LEAVE) 'AT-HOME)
(explain '(TO-HOUSE) 'SUGGEST)
(explain '(SUGGEST) 'BAR)
(explain '(SUGGEST SCARE) 'GO-BACK)
(explain '(SUGGEST SCARE BLUFF ALONE) 'KNIFE)
(explain '(SUGGEST) 'C-GONE)
(explain '(SUGGEST SCARE) 'ENTER)
(explain '(ENTER) 'OUTSIDE)
(explain '(OUTSIDE) 'STRIKE)
(explain '(SCARED SHOW PROTECT OUTSIDE) 'PULL)
(explain '(PULL) 'STABS)
(explain '(STABS) 'INJURE)

;;;
;;; links from story to verdict categories
;;;
(explain '(INJURE) 'K)
(explain '(SCARED) 'DM1)
(explain '(PROTECT) 'DM2)
(explain '(RAZOR) 'DC1)
(contradict 'RAZOR 'MC1)
(contradict 'RAZOR 'MC2)
(explain '(PULL) 'DA2)

;;;
;;; verdict category representation
;;;

;; Identity
(proposition 'K  "Johnson killed Caldwell")
(proposition 'NK "Johnson did not kill Caldwell")
(contradict 'K 'NK)

;; Mental state
(proposition 'FM1 "Johnson intended & resolved to kill Caldwell")
(proposition 'SM1 "Johnson intended to harm Caldwell")
(proposition 'MM1 "Johnson was 'in the heat of passion'")
(proposition 'MM2 "Johnson had diminshed capacity")
(proposition 'DM1 "Johnson feared for his life")
(proposition 'DM2 "Johnson was defending himself")
(contradict 'FM1 'MM1)
(contradict 'FM2 'DM2)
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;; Circumstances
(proposition 'FSC1 "Johnson was not provoked")
(proposition 'FC1  "Johnson resolved to kill Caldwell before he did so")
(proposition 'MC1  "Johnson was provoked")
(proposition 'MC2  "No immediate threat to Johnson's life")
(proposition 'DC1  "Johnson was under immediate attack")
(proposition 'DC2  "Johnson was unable to escape")
(contradict 'FSC1 'MC1)
(contradict 'MC2 'DC1)

;; Actions
(proposition 'FSMA1 "Johnson did not attempt to escape")
(proposition 'FSMA2 "Johonson used unreasonable force")
(proposition 'DA1   "Johnson tried but could not escape")
(proposition 'DA2   "Johnson used reasonable force")
(contradict 'FSMA1 'DA1)
(contradict 'FSMA2 'DA2)

;;;
;;; Final decision
;;;
(proposition 'FDM "J guilty of first-degree murder")
(proposition 'SDM "J guilty of second-degree murder")
(proposition 'MSL "J guilty of manslaughter")
(proposition 'NGD "J not guilty, self-defense")

(explain '(FM1 FSC1 FC1 FSMA1 FSMA2 K) 'FDM)
(explain '(SM1 FSC1 FSMA1 FSMA2) 'SDM)
(explain '(MM1 MM2 MC1 MC2 FSMA1 FSMA2) 'MSL)
(explain '(DM1 DM2 DC1 DC2 DA1 DA2) 'NGD)
(contradict 'FC1 'SDM)

(contradict 'FDM 'NGD)
(contradict 'MSL 'FDM)
(contradict 'MSL 'NGD)
(contradict 'SDM 'NGD)
(contradict 'MSL 'SDM)
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;;;
;;; trial testimony--cut here to remove testimony
;;;
(proposition 'O1 "Officer said he saw Johnson stab Caldwell")
(proposition 'O2 "Officer said could not see razor in Caldwell's hand")
(proposition 'O3 "Officer said Caldwell struck Johnson")

(proposition 'P1 "Pathologist said Caldwell had a straight razor in his pocket")
(proposition 'P2 "Pathologist said Caldwell died from a stab wound between his ribs")

(proposition 'G1 "Gleason said I saw Johnson stab Caldwell")
(proposition 'G2 "Gleason said Caldwell pulled a razor and threatened to kill Johnson
earlier")
(proposition 'G3 "Gleason said Johnson and Caldwell left the bar together")
(proposition 'G4 "Gleason said I saw nothing in Caldwell's hand")

(proposition 'W1 "Car obscured officer's view")

(proposition 'F1 "Friend said Johnson went to the bar because I asked him to")
(proposition 'F2 "Friend said We looked for Caldwell before entering the bar")
(proposition 'F3 "Friend said Caldwell struck Johnson")
(proposition 'F4 "Friend said Caldwell attacked Johnson with a razor")

(proposition 'J1 "Johnson said I was frightened when Caldwell threatened me")
(proposition 'J2 "Johnson said Caldwell struck me")
(proposition 'J3 "Johnson said Caldwell pulled his razor on me")
(proposition 'J4 "Johnson said I tried to escape but could not")
(proposition 'J5 "Johnson said I didn't intend to kill Caldwell")

;;;
;;; links between evidence and story
;;;
(explain '(STABS) 'O1)
(contradict 'O2 'RAZOR)
(contradict 'P1 'RAZOR)
(explain '(P2) 'STABS)
(explain '(STABS) 'G1)
(explain '(THREAT) 'G2)
(explain '(OUTSIDE) 'G3)
(contradict 'G4 'RAZOR)
(explain '(AVD-T) 'G5)
(contradict 'O2 'W1)
(explain '(SUGGEST) 'F1)
(explain '(C-GONE) 'F2)
(explain '(STRIKE) 'F3)
(explain '(RAZOR) 'F4)
(explain '(J-FEAR) 'J1)
(explain '(STRIKE) 'J2)
(explain '(RAZOR) 'J3)
(explain '(SCARED) 'J4)
(explain '(PROTECT) 'J5)
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Appendix D. ECHO activation graphs for simulation of Juror #128
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Appendix E. ECHO activation graphs for simulation of Juror #109
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