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ABSTRACT

Visual Cues to Reduce Error in Computer-based Routine Procedural Tasks

by

Phillip Hyungmok Chung

Research has shown that one type of common procedural error, postcompletion

error, occurs systematically under high working memory load. Studying the effects of

different interventions on this reproducible and well-explained error type may help

extend our understanding of the underlying psychological mechanisms behind human

error and interactive task behavior. Experiment 1 was an investigation of the error-

reducing efficacy of a simple visual cue and a separate downstream error cost condition.

While neither was found to be reliably effective, this inquiry provided valuable insight

that led to a follow up study. In Experiment 2, a cue based on design guidelines and a

mode indicator were implemented to explore possible reasons for why the previous

interventions failed. Only the cue had a reliable effect, demonstrating the difficulty of

designing a successful intervention. Finally, a computational model based in ACT-R was

developed to provide theoretical demonstration of this finding.
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1. INTRODUCTION

The study of human error has held a place within the domain of human factors for

quite some time. As early as the 1960s, attempts were being made to classify human error

in industrial settings (Rook, 1962; Swain, 1963). With the introduction of automation and

computers, an outstanding domain for human error was established: human–computer

interaction. Subsequently, there has been some work to categorize errors occurring in

such situations, yet for the most part understanding of this very human phenomenon

remains fairly nebulous. As John and Kieras state (1996), “No methodology for

predicting when and what errors users will make as a function of interface design has yet

been developed and recognized as satisfactory…even the theoretical analysis of human

error is still in its infancy.”

In recent years, several elaborate models and taxonomies of human error have

been developed for the purpose of qualitative diagnosis (e.g., GEMS, Reason, 1990;

SRK, Rasmussen, 1987). While useful for post hoc explanations, the predictive power of

these is quite limited. Moreover, automation and systems initially developed to reduce

human error and support human work often end up introducing further task complexities

and opportunities for error. The expectation that errors will occur seems prudent no

matter how stringent the preventative measures. However, it does not seems so farfetched

to think that a deeper understanding of why they arise may help us not only evaluate but

design safer interfaces. In-depth analyses of various error interventions and their relative

effects on human performance may provide hints as to why errors occur in instances of

human-machine interaction. This should in turn give us ideas about what can be done,

from a design perspective, to reduce their frequency.

Beginning with a general introduction to human error, the scope of this paper

narrows to focus on one specific procedural error relevant to this work, postcompletion

error. A general review of the ground laying work by Byrne and Bovair (1997) and Serig
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(2001) will lead into the first experiment. Finally, the follow up study and computational

model will be described.

1.1. Human Error

Reason (1990) defines human error as, “all those occasions in which a planned

sequence of mental or physical activities fails to achieve its intended outcome.” Personal

experience and history tell us that humans are inevitably fallible both mentally and

physically. “To err is human,” goes the saying. Designers, thus, must take this into

consideration when developing systems that require interaction with people. Historical

catastrophes, including the infamous nuclear plant accident at Three-mile Island, the 747

collision at Tenerife in 1977, and eye-opening reports, like the Institute of Medicine

study on medical errors (1999), have brought to attention the reality of human error and

the serious consequences they can carry. It was events such as these that catalyzed early

efforts to study human error within their respective domains.

1.1.1. Error Taxonomies

According to Sheridan (1997), there are at least three potential categories of

human error taxonomies in the study of human-machine interaction. The first of these

relates to the locus of behavior at which an error can occur: sensory, memory, decision,

or motor. A second major distinction has been frequently made from the behavioral

viewpoint between omission and commission errors (Swain, 1963). Omission errors arise

in instances of human-machine interaction when uninformed decision makers do not take

an appropriate action despite non-automated indications of problems. On the other hand,

errors of commission can occur when decision makers follow automated information or

directives in light of more valid or reliable indicators hinting that the automation is not

proposing a proper course of action. When considered in the domain of human-computer

interaction, they are thought to often be the result of not looking for confirmatory or non-
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confirmatory information, or discounting other sources of information in the presence of

computer generated cues (Mosier & Skitka, 1996).

Omission errors have been further divided into mistakes, violations, slips and

lapses, as seen in Table 1 below, each occurring at a different stage of action control

(Reason, 1997). Most relevant to the current work, slips refer to instances where correct

intentions or plans are not well-executed and a necessary item is omitted from the

sequence (Reason, 1990). They are defined by Senders and Moray (1991, p.27) as actions

“not in accord with the actor’s intention, the result of a good plan but a poor execution.”

Conversely, lapses largely involve failures of memory that do not necessarily manifest

themselves in actual behavior. As Reason (1990) states, a lapse can simply be described

as having something “slip your mind.”

Table 1

Omission error types

Failure Nature

Mistake A necessary item is unwittingly overlooked.

Violation The item is deliberately left out of the action plan.

Lapse
The intention to carry out the action(s) is not recalled at
the appropriate time.

Slip
The actions do not proceed as intended and a necessary
item is unwittingly omitted from the sequence.

Slip or Violation The actor neither detects nor corrects the prior omission.

Note. From “Managing the Risks of Organizational Accidents,” by J. Reason, 1997,

Aldershot: Ashgate Publishing Company.

1.1.2. Contrasting Perspectives

Reason’s (1984) basic law of error states that “whenever our thoughts, words, or

deeds depart from their planned course, they will do so in the direction of producing
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something that is more familiar, more expected and more in keeping with our existing

knowledge structures and immediate surroundings, than that which was actually

intended,” (p.184). Our sensitivity to the environment and proclivity to err has been well

demonstrated in both research and in the real world. Nevertheless, the conventional

perspective has taken this viewpoint to an extreme: when accidents occur they are

immediately attributed to human inattention, laziness, carelessness, and negligence (Van

Cott, 1994). Blame is directed at the human rather than the machine or system, a response

Reason (1994) calls the “blame trap.” As an example, physicians in medical school and

residency, driven to strive for error-free practice and perfection, consequently develop a

tendency to lay blame on themselves and others in the workplace when things go wrong

(Leape, 1994).

However, in keeping with a human factors perspective that considers man and

machine as a coupled, interactive system operating within a given environment, the

injustice of the “blame trap” approach has been frequently demonstrated. The nuclear

power plant accident at Three-mile Island is a classic example of poor design leading to

failure within a human-machine system. An operator from the plant stated in his

testimony at the 1979 Congressional hearing: “If you go beyond what the designers think

might happen, then the indications are insufficient, and they may lead you to make the

wrong inferences…hardly any of the measurements that we have are direct indications of

what is going on in the system,” (Testimony, 1979). As Norman suggests, “change the

people without changing the system and the problems will continue” (Bogner, 1994).

1.2. Psychological Underpinnings

The same psychological processes producing successful performance can also be

pointed to as the source of human error (Baars, 1992; Reason, 1990). Reason (1990)

describes this idea in terms of a “cognitive balance sheet,” where correct performance

and systematic errors are placed on opposing sides. For example, the development of
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automatic behavior through the delegation of control to lower level processes introduces

the opportunity for behavioral slips to occur. To further explore this notion, two related

models from the broader concept of human performance should be considered.

Rasmussen’s (1987) “Skill-Rule-Knowledge”  (SRK) model of task performance

provides a general framework of cognitive control mechanisms. It identifies three

separate levels of cognitive control displayed during task performance: skill-based, rule-

based, and knowledge-based. Each corresponds to a different degree of familiarity with

the task and environment, with knowledge-based behavior representing the least degree

of control and familiarity and skill-based the highest. With experience the person can

proceed sequentially through the three stages of the model, moving from lowest

(knowledge-based) to highest (skill-based). At the rule-based level, failure modes stem

from either the application of bad rules or misapplication of good rules due to incorrect

rule selection. These rules may be active simultaneously, with several competing for

instantiation. From the mental model that the operator has constructed in their mind about

a system, rules for behavior are selected based on:

1. Match to salient features of the environment or internally generated messages.
2. Strength or the number of times a rule has performed successfully in the past.
3. Specificity to which a rule describes the current situation.
4. Support or the degree of compatibility a rule has with currently active

information.

These same selection criteria also control the occurrence of errors at the rule-based level,

in keeping with Reason’s (1990) idea of a “cognitive balance sheet.”

A closely tied and widely cited taxonomy of error is Reason’s (1990) “Generic

Error-Modeling System” (GEMS), which focuses on cognitive error modes and is

context-free – i.e., the cognitive factors, rather than the environmental or contextual, are

emphasized, allowing error classification in a variety of settings. Following Rasmussen’s

(1987) SRK model of task performance, errors are thought to occur differently at each of
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the three performance levels due to the distinct cognitive processes operating there. The

classification system divides errors at the skill-based level into slips and lapses, mistakes

at the rule-based level, and mistakes at the knowledge-based level. Since SRK allows

behavior to move between the levels of performance, GEMS also accounts for errors at

any or all of the three levels on a given task.

These are only two major examples of theoretical constructs devised to classify

and help explain the occurence of human errors. Others include the application of GOMS

(Goals, Operators, Methods, and Selection Rules) by Wood and Kieras (2002) to predict

human error, statistical methods based on task analysis such as that of Baber and Stanton

(1996), and the Cognitive Reliability and Error Analysis Method (CREAM; Hollnagel,

1998), the second generation Human Reliability Analysis (HRA).

1.3. Postcompletion Error

Noting the lack of specificity in the existing theories of human error, Byrne and

Bovair (1997) moved to develop a computational theory for one widely cited (e.g.,

Rasmussen, 1982; Thimbleby, 1990; Young, 1994) omission error, postcompletion error.

Postcompletion errors can be broadly defined as errors that occur when the task structure

demands “that some action…is required after the main goal of the task…has been

satisfied or completed,” (p. 32). With this particular class of error, the actor possesses the

correct knowledge necessary to execute the task, usually performed frequently and

correctly. Yet, even for operators who have developed high levels of familiarity with the

task, the isolation of a postcompletion step within the task structure makes omissions

there likely. This is particularly true when the actor is further taxed by external factors

such as a working memory load or fatigue.

Some commonplace examples of postcompletion errors include forgetting to

remove the original after making a photocopy, leaving a card in the ATM after

withdrawing cash, and failing to replace the gas cap after filling up a car. Generally, these
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errors arise when completion of the main task goal requires that an initial state change to

the system be made. This state change generates a related subgoal of returning the system

to its original state after completing the main task goal: the postcompletion step. With the

example of the gas cap, the state change made to the car by its removal requires that it be

later returned to its original state (state maintenance) after completing the main task goal

of filling the car up with gasoline. Hence, forgetting to replace the gas cap after a fill-up

is considered a postcompletion error.

Byrne and Bovair (1997) in hypothesized that these errors were due to excessive

working memory load leading to goal loss, or an omission of a step from the task at hand.

Since with postcompletion errors the actor omits a specific subgoal rather than forgetting

what to do altogether (the overlying main task goal), the source of the error was thought

to more likely be working memory than long-term memory. A more recent study by

Reason (2002) examined the photocopy example in detail (Figure 1), finding

postcompletion errors to be the most common type of omission in that task. Three high-

level explanatory observations were provided:

1. The emergence of the last copy generates a strong but false completion signal
since the main goal of copying is achieved before all necessary steps (subgoals)
are complete.

2. The proximity of this false signal to the end of the main task allows for the
attention to be increasingly diverted to the subsequent task.

3. The emergence of the last copy indicates that it is no longer necessary to put in
another original leaving it functionally isolated.
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Figure 1. Photocopy task structure.

Byrne and Bovair (1997) explain postcompletion errors simply as a “goal loss

from working memory,” (p.38). As a computational theory it can be more precisely

described as occuring when the current goal supplies activation to its subgoals

concurrently resident in working memory. When a parent goal is eliminated from

memory, any subgoal of the satisfied parent goal also loses activation. In cases where

working memory load is high, the parent goal falls below threshold in working memory

too soon, leaving unsatisfied subgoals without enough activation to reach threshold. This

is attributed to the assumption that higher levels of working memory load lead to faster

rates of decay of information from working memory. On the other hand if the parent goal

remains active for some time, the associated subgoals will eventually reach threshold and

be executed.

Using the Collaborative Activation-based Production System (CAPS) cognitive

architecture, which contains both a long term and working memory system, Byrne and

Bovair (1997) were able to test their theory of postcompletion error and quantify its

predictions. They compared findings from their model to experiment results produced by
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participants on the same computer based task. As hypothesized, postcompletion errors

were found to systematically increase in frequency as working memory demands were

increased through task complexity and external load. The model demonstrated this, as the

error never occurred under high activation ceilings (high working memory capacity, low

load), whereas with low activation ceilings (low working memory capacity, high load)

the error always arose in the postcompletion version of the task.

2. PREVIOUS INQUIRIES

The more recent study by Serig (2001) verified Byrne and Bovair’s (1997)

account of the strong influence of high working memory load on postcompletion error

commission. As in the work of Byrne and Bovair, working memory load was imposed by

an auditory letter-tracking task. Consequently, the resulting postcompletion error counts

exceeded figures from traditional stochastic theory (which would predict postcompletion

errors to account for 1/12 steps or 8.3% of the errors made) as predicted. Participants

were also trained and tested on computer-based tasks similar to those used by Byrne and

Bovair. The target postcompletion task and three similar dummy tasks were administered

under the theme of a Star Trek Bridge Officer qualification course. Only the Tactical

task, however, incorporated a postcompletion task structure (see Figure 2) similar to the

photocopy example shown in Figure 1.
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Figure 2. Tactical task structure.

Note. From Serig, 2001).

In brief, the Tactical task entails operating and firing a starship “phaser” at a

select target. The main goal of the task, as seen in Figure 2, is to destroy a Romulan

starship. Participants are made aware of their success or failure by means of auditory and

visual feedback presented on the Tactical console (see Figure 3). Most of the steps related

to the postcompletion step take place in the white window at the upper left hand corner of

the console. During a trial, participants track and aim at a moving object appearing in that

window using the arrow keys on the keyboard and fire the phaser by hitting the spacebar
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when the object is aligned with the crosshairs. Depending on whether the outcome is a hit

or miss, there is either an exploding sound or a whoosh. If it is a miss, the participant is

required to restart the task from beginning. If the target is hit and successfully destroyed,

the participant next completes the postcompletion step and exits to the main console

where they may proceed to the next task.

Figure 3. Tactical console.

The work of Serig (2001) showed a decrease in errors with over time, in

accordance to the popular theories of human error and task performance. As participants

proceeded through the three days of training, frequency of error decreased reliably across

tasks. By the final day of the experiment, Serig (2001) found that the participants were

performing the tasks with a medium to high level of skill. A point-based system and timer
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implemented in the computer task encouraged individuals to be wary of their pace,

possibly generating a speed-accuracy tradeoff. Serig (2001) suggests that, in the absence

of such time and performance pressures, operators who are “far enough out on the skill

learning curve” would be unlikely to commit errors even with the added working

memory load (p.120).

According to Baars (1992), slips seem to “reflect an evolutionary tradeoff

between the risks of unintended error and the benefits of increased speed and flexibility,”

(p.19). In the case of an animal escaping its predator, the animal risks error for the more

vital benefit of speed when it leaps rapidly to escape. In a less pressing situation, the

animal can take more time to act, greatly reducing the probability of error. Baars states

that, “in the most general case, a slip represents a loss of voluntary control rather than a

rule violation,”  (p.21).

At another level it seems that the additional demands imposed in the Serig (2001)

experiment of either the working memory load or the time and performance pressures

still afford some volition and control for the operator. Just as an animal is fundamentally

still able to decide whether or not to make that speed-accuracy tradeoff in its escape,

intuition tells us that a person may also slow their behavior to a point where errors are

few if they wish. This is what Serig (2001) found, as participants’ step completion times

increased at the postcompletion step with corresponding declines in error. Nevertheless,

in many cases the preference for speed seems natural and the sacrifice of absolute control

is made, opening the door for human error.

2.1. Hillclimbing and Least-effort

Often this preference for speed is so robust that even additional effort generated

by external praise or reprimand is limited in its effect on reducing the frequency of error

(Serig, 2001). Previous research suggests that people tend to be “cognitive misers,” in

that they take the road of least cognitive effort and use decision rules of thumb or
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heuristics rather than systematically analyzing each decision (e.g., Fiske & Taylor, 1994).

Furthermore, studies of problem solving have demonstrated the pervasive tendency of

humans to hillclimb (difference-reduction), or take the shortest perceived route to

complete a task or solve a problem. With hillclimbing, past states do not have to be

retained and planning more than the next step is not required, thus reducing the required

level of cognitive effort (Anderson, 1995).

Evidence for this very human inclination can be readily observed almost

anywhere on a university campus. Numerous well-trodden paths diverge from sidewalks

across lawns, formed over time by students cutting corners to get to class. Curiously, the

“shortcut” often offers little or no real benefit at all. Polson and Lewis (1990) uncovered

a similar propensity in computer-based tasks where perceptual similarity alone is often

used to select actions appearing to offer the greatest progress towards the goal. This idea

has taken on several iterations such as the label-following heuristic proposed by

Englebeck (as cited in Polson & Lewis, 1990) which describes the tendency of novice

users to select actions in computer-based tasks by comparing the descriptions of available

actions with a description of the goal.

Gray (2000) has applied the hillclimbing principle to the interactive behavior

involved in programming a VCR. He states that people adhere to a “least-effort principle”

in operating the device, mapping prior knowledge to the device and using place-keeping.

For the task of programming a VCR, people progress using both global and local place-

keeping, which “entails knowing what parts of the task have been completed and what

parts remain to be accomplished,” (p.221). Task-based and device-specific goal

completion is tracked at the global level while at the local level progress on the current

goal is followed.

Least-effort in place-keeping leads to what Gray (2000) calls display-based

difference-reduction, where differences between the current state of the world and the

final goal state are progressively reduced using perceptual information rather than
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knowledge in memory. In this manner, local place-keeping becomes a primarily

perceptual rather than cognitive task, as Gray found with VCR programming. This is

similar to the idea of distributed representations (Zhang & Norman, 1994) or the dual-

space nature of human-device interaction (Rieman, Young, & Howes, 1996). Zhang and

Norman demonstrated that external representations, where the information is present on

the device itself rather than in the head of the operator (internal), drastically decrease and

even eliminate human error. By placing constraints on the problem space and exploiting

more efficient perceptual processes and information in lieu of memory, they effectively

reduce cognitive load.

2.2. Postcompletion Error Factors

Serig (2001) and Byrne and Bovair (1997) demonstrated that high working

memory load and time and performance pressures lead to postcompletion and other

general errors. Working memory itself has been shown in several studies to constrain

performance in such activities as arithmetic calculation (Hitch, 1978), concept formation

(Bruner et al., 1956), reasoning (Johnson-Laird, 1983) and diagnostic ’trouble-shooting’

by electronic technicians (Rasmussen, 1982). Additionally, the various theories of

attention generated in the fifties and sixties all concur on the idea of a general

‘bottleneck’ in cognition and limited resources in the human information processing

system. In situations of multi-tasking, particularly, the limitations of attention become

markedly conspicuous. Broadbent (1982) states: “The main interference between two

tasks occurs at the point where they compete most for the same function.”

According to Miller and Swain (1986), stress and inexperience can increase

operator error probability by as much as a factor of ten; stress alone by a factor of five.

Unfortunately, considering the job characteristics of a surgeon or air traffic controller, for

instance, eliminating external pressure seems highly improbable. In instances where the

demands on attention may be less, still other factors come into play, such as a lack of
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arousal and the many idiosyncrasies of human behavior previously discussed. This is

distressing considering that the necessary condition for the occurrence of a slip is in fact

the presence of attentional capture related to either distraction or preoccupation (Reason,

1979; 1984). It is thus prudent to presume that humans will tend to err under these

conditions and build systems that accomodate for this rather than placing people in the

“blame trap.”

2.3. Hierarchical Control Structures and Goal Management

Many of the assumptions behind the current theory of postcompletion error reside

on the foundational concept of hierarchical control structures and their retention by

skilled operators. Evidence from cognitive modeling by Kieras, Wood, and Meyer (1997)

has revealed that even well practiced experts, such as telephone assistance operators, do

not abandon hierarchical control structures. In the previous work by Byrne and Bovair

(1997) and Serig (2001), participants reliably generated errors at the appropriate

(postcompletion) step, following the theory of a hierarchical postcompletion task

structure.

As Altmann and Trafton (1999) suggest, this ability to break down complex tasks

and problems into hierarchies and subgoals, “may be to complex cognition what the

opposable thumb is to complex action.” Traditionally, these types of goal-based

processing strategies have relied solely on a “task-goal” stack that essentially predicts

perfect memory for old goals. However, an activation-based model of memory for goals

(MAGS; Altmann, 2002, Altmann & Trafton, 1999) offers an alternative account to this

approach that provides a more straightforward account for the types of errors found in

human behavior. In essence memory and the environment (i.e., dual-space, Rieman &

Young, 1996; internal and external representations, Zhang & Norman, 1994) are

substituted for a goal stack, and task goals are considered as ordinary memory elements

with encoding and retrieval processes that must overcome noise and decay. Retrieval
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cues from the environment dictate the reactivation of suspended goals (such as the

postcompletion step; see Figure 2) with perceptual heuristics acting as a substitute for the

stack-native last in, first out rule. This model makes several predictions about

postcompletion errors:

1. Any salient cue (e.g., a loud beep) should be sufficient to prime a postcompletion
action (suspended goal).

2. It should not be necessary to put the postcompletion action on the critical path.
3. Reminders at the start will not help a PCE at the end (masked by other goals).
4. Just-in-time priming from environmental cues are the only reliable reminder.

3. EXPERIMENT 1

While designers may opt to place the postcompletion action “on the critical path”

to reduce or eliminate their occurrence, such as with many ATMs, this is often impossible

or too expensive given the existing system and should not be necessary (Altmann, 2002).

In light of these theories’ projections, it should be viable to reduce postcompletion errors

or omissions in an interactive task by simply cueing or priming a suspended goal. If the

necessary condition for slips is attentional capture of some form, reminders or

environmental cues similarly exploiting attentional capture should be able to reactivate

the suspended postcompletion action subgoal at the appropriate time. Similarly

functioning cognitive aids are frequently used in industrial settings and aviation to reduce

human error. By prompting the actor to make sure that all steps have been completed in

the task, they fundamentally augment the limited capacity of working memory that is the

root of many errors. Furthermore, many existing everyday devices and computer

applications have indicator lights, beeps, alarms, etc. that act as reminders, although their

efficacy may sometimes be questionable.

What type of cue best generates the necessary attentional capture? A great deal of

physiological and psychophysical research has shown that the visual system is
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particularly sensitive to abrupt stimulus onset. Work by Yantis and Jonides (1984)

indicates that there may be a direct link between the mechanism specialized for the

detection of onsets and the natural properties of the visual attention system. Other

findings, also from Yantis and Jonides (1988), have shown that visual onsets produce

attentional capture, whereas color and intensity, which produce powerful effects in other

visual tasks, cannot. Based on this evidence and the pervasiveness of simple visual cues

implemented as reminders in real-world settings (Reason, 1997) and computer systems, a

single red visual onset was chosen as a reminder to appear at the postcompletion step

next to the relevant button at the appropriate time.

3.1. Predictions

Using modified versions of the computer-based tasks employed by Serig (2001)

and Byrne and Bovair (1997), the objective of Experiment 1 was foremost to study the

effects of: (1) a simple automated visual cue and (2) a downstream error cost on

postcompletion error. Previous research on human error had been plagued by the

difficulty of experimentation (Wood & Kieras, 2002), particularly that of devising

realistic tasks that produce errors at a high enough frequency to be studied. However,

postcompletion errors are well accessible for the study of error interventions, having been

shown to be robust and reproducible in previous inquiries and observations from real-

world settings (e.g., Byrne & Bovair, 1997; Reason, 2002; Serig, 2001).

The idea of humans as “cognitive misers”, their tendency to hillclimb, evidence

for display-based difference reduction (Gray, 2000), and the predictions of MAGS

(Altmann & Trafton, 2000) all suggest that humans will use whatever means is made

available to them and cut corners to reduce cognitive work. Thus, it was predicted that

participants would exploit the simple visual cue as a reminder to complete the

postcompletion step. Since participants were given extensive training on the system and

the cue, they should have formulated an adequate mental model of the system allowing
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them to pay attention to the cue at the appropriate time. The cue adhered to

recommendations given by Reason (2000) to be conspicuous (at the critical time) and

contiguous (proximal), research by Yantis and Jonides (1988) showing onsets to capture

attention better than color or intensity, predictions by Altmann and Trafton (2000)

regarding just-in time priming from environmental cues, and real-world prominence on

existing devices and applications.

It was also hypothesized that feedback in the mode error condition, generated by a

downstream error “cost,” would help participants remember to complete the

postcompletion step on subsequent trials. Mode errors occur when an action is executed

in a way appropriate for one mode (or status), when the system is actually in another

mode. They can be commonly experienced when leaving a multi-function remote control

in the VCR mode and attempting to use it to control the television at a later occasion.

With the Tactical task this condition was instantiated by leaving the console at the

postcompletion step if it was omitted on a previous trial. In such a case, when the

participant returns to the system, it fails to respond until the formerly omitted

postcompletion step is first executed. Feedback from the cost in time and points incurred

by having to reorient oneself with the awkward state of the system and remember to

complete the postcompletion step was expected to cause participants to devote increased

attention at the postcompletion step on subsequent trials.

Detailed analyses of practical countermeasures to error and their corresponding

human response will lead to a deeper comprehension of human error within human-

computer systems and what can realistically be done to offset them. While the most

effective solution would presumably be to introduce a forcing function or elimination of

the isolated step altogether, as Byrne and Bovair suggest (1997), this is often impossible

given the nature of the task. Moreover, there are regularly tradeoffs to be considered,

such as the high costs of system redesign and automation bias (Parasuraman et al, 1993;

Skitka et al, 1999). Experiment 1 was designed to investigate the effect of one particular
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type of common error intervention (reminder) and report its efficacy in reducing

postcompletion errors specifically. The additional downstream error cost condition was to

assess the effect of negative feedback to the operator on error commission. A combined

condition was added to gauge the collective effect of the two interventions.

3.2. Method

3.2.1. Participants

Forty-nine undergraduate students from Rice University participated for course

credit in a psychology course and additional cash prizes.

3.2.2. Materials

The materials for this experiment consisted of a paper instruction manual (see

Appendix A) for each of the three tasks (Navigation, Transporter, and Tactical), Apple

iMac computers running the Bridge Officer Qualification application written in

Macintosh Common Lisp.

3.2.3. Design

This experiment used a two-factor mixed within and between participants design

consisting of the following factors: task assignment and trial at testing. Task assignment

consisted of four conditions: control (no intervention version of the Tactical task), cued

(cued version of the Tactical task), mode error (mode error version of the Tactical task),

and a combined cued/mode error condition. Participants were randomly assigned to one

of these four conditions. The second factor, trial, was a within-participants factor that

accounted for the period of testing and provided a measurement of error frequency and

learning effects over the period of testing.

The primary dependent variable was the frequency of postcompletion errors made

during the Tactical task (out of the total number of opportunities). Other measures of
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interest included reaction times at the postcompletion step and postcompletion

proportion. Postcompletion proportion was a measure of the number of errors at the

postcompletion step out of total errors.

3.2.4. Procedure

Participants were run in two sessions, spaced one week apart. The first session

served as a training session using written documentation for each of the tasks:

Navigation, Tactical, and Transporter. Order of training on the three bridge station tasks

was randomized for every participant, as was group assignment. Only the Tactical task

contributed to the measure of postcompletion error. Once they successfully completed the

training trial and logged three subsequent error-free trials, they were allowed to move on

to the next task. Errors resulted in warning beeps and messages, ejected the operator to

the main control, and restarted the task. This prevented participants from completing

training without having gone through each of the tasks at least four times with all steps

done correctly and completely. When training was complete for all three tasks, they were

reminded that they would be competing for prizes in one week.

The second session consisted of the test trials for the three bridge station tasks.

Participants completed thirteen trials of each task in random order, for a total of thirty-

nine trials for the test day. During the second session, the experiment program emitted

warning beeps on error commission to warn individuals but did not eject them to the

main control as in training. Moreover, warning messages and reminders were removed

and trials were continued until the task goal was met.

Participants were encouraged to work both accurately and quickly by means of a

scoring system, an onscreen timer, and prizes The scoring system incremented twenty-

five points for each correctly executed step and decremented fifty points for each

incorrect. Up to 100 points were awarded for task completion within a set time (see

Appendix B). For every incorrect working memory recall trial, the score was



                                                                                                                           Visual Cues 21

decremented 200 points. No points were accumulated for successfully completing a recall

trial. The large weight placed on this task was due to an observation made during the

previous experiment (Serig, 2001) of participants tending to neglect the working memory

task. At the end of each trial, participants were informed of their task completion time,

number of errors committed, and score. Accumulated points were used in competition for

prizes.

The concurrent working memory letter task was also introduced on the day of

testing. As in the studies by Serig (2001) and Byrne and Bovair (1997), its function was

to increase working memory load during task performance. Participants were presented

with auditory stimuli in the form of randomly ordered letters spoken through the

headphones at a rate of one letter every three seconds. A tone was presented randomly at

intervals ranging from nine to forty-five seconds upon which the participants were

directed to recall the last three letters in order and type them into the text box that

appeared on the screen. The text box appeared at random times to control for the

increased tendency of omission errors upon task interruption. This was the same for all

three conditions.

Figure 4. Visual cue at the postcompletion step.

Since the current work is focused on the effect of an automated cue and

downstream error cost on postcompletion error, the experiment program allowed

participants to complete a trial at testing without executing the postcompletion step

(Tactical task), although a warning beep was emitted. The cued version of the same task

featured a simple red visual cue appearing adjacent to the “Tracking” button at the
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postcompletion step on every trial (see Figure 4). In the mode error condition, the

Tactical console stayed at the postcompletion step if it was forgotten on a previous trial

and prevented the operator from proceeding until it was first complete. Finally, in the

combined mode error and cued condition, the system combined both the downstream

error cost of the mode error condition with the visual cue.

3.3. Results

Table 2

Participants per condition.

Condition n

Control 11

Cued 13

Mode 13

Cue and Mode 12

Analysis of the results focused on the data collected from the testing day. Of

primary interest was the mean frequency (out of all trials) of postcompletion errors across

groups as well as their proportion (out of all errors). Participants who made an omission

at the postcompletion step at more than 50% frequency were removed. This was due to

the assumption that postcompletion errors occur when the operator has the correct plan. If

errors at this step were shown to occur more than 50% of the trials, it is likely that the

participant had not correctly remembered the task completely from training. Fifty percent

was chosen as the point of delineation as participants tended to pool into two groups:

those with postcompletion errors ranging from 38% frequency and below and those with

postcompletion frequency at 70% frequency and above. Thirteen participants were found

in the second group and removed: five from the control group, three from the mode error
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group, two from the cued group and three from the combined group. This left thirteen

participants for the mode error and cued groups, twelve for the combined, and eleven for

the control, combining for a total of forty-nine participants included in the final sample

(see Table 2 and Figure 5).

Figure 5. Postcompletion errors by number of participant across all conditions.

PCE Counts

0

5

10

15

20

25

0 1 2 3 4 5 6 7 8 9 10 11 12 13

PCEs Committed

Nu
m

be
r 

of
 S

ub
je

ct
s

3.3.1. Postcompletion Frequency

Postcompletion frequency, or the number of postcompletion errors committed out

of the total number of opportune steps (Frequency = Number of Errors at a Step Xi / Total

Number of Opportunities for Error at Step Xi) was also compared by condition (Figure

6).  Between-participants analysis revealed no reliable effect of group on postcompletion

error frequency, F(3, 45) = 1.22, p = 0.31 contrary to the hypothesis. The low means

across groups should be noted, as there were likely “floor effects.” This may be due to the

low number of postcompletion trials and/or the removal of the participants with greater
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than 50% postcompletion error frequency. The obtained figures for postcompletion errors

were slightly low (e.g., 0.05 versus 0.11 for the Control condition) in contrast to the

findings of Serig (2001). A power calculation for the ANOVA shows the effect size to be

0.25, giving us a relatively low power of 0.34 at the .05 level. Power to detect a medium

sized effect (i.e., 0.4), however, was 0.61.

Figure 6. Postcompletion error frequencies by condition (std. error bars).

3.3.2. Postcompletion Proportion

Postcompletion proportion was a measure of the number of postcompletion errors

committed out of the total number of errors at all steps made (Proportion = Number of

Errors at a Step Xi / Total Number of Errors in Task X) during the 13 trials of the Tactical

task on test day (see Figure 7). Serig (2001) used this measure to show that

postcompletion errors occurred at rates higher than predicted by stochastic theory (.083).

However, in contrast to the findings of Serig (2001), the present means are

slightly low (e.g., 0.10 versus 0.16 for the Control condition). Not surprisingly,

differences between conditions for this measure were also non-significant, F(3, 45) = .71,
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p = 0.55. There were several participants who made a large number of postcompletion

errors relative to other errors, particularly in the Control condition. This suggests that,

based on the task structure and its isolation within, the postcompletion step was in fact

harder to remember.

Figure 7. Postcompletion error proportions by condition (std. error bars).

3.3.3. Postcompletion Step Times

Participants were run for thirteen trials on each of the three tasks in random order.

In debriefing reports, they generally stated that it was not very difficult to recall how to

perform the tasks after the first trial. The average postcompletion step times shown in

Figure 8 reflect the initial difficulty faced by most of the participants: 5736 ms (Control),

6911 ms (Cued), 8040 ms (Mode), and 5174 ms (Combined). Times declined overall for

the rest of the trials, falling within the range found by Serig (~4500 ms, Day 2a; 2001).
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Figure 8. Mean postcompletion step times over trials by condition.
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Due to the substantial variance and skew in the data, a log transformation was

applied. A repeated-measures ANOVA revealed a reliable main effect of trial, F(12, 504)

= 7.323, p < .01 and linear trend, F(1, 31) = 28.15, p < .01. There was also a reliable main

effect of condition, F(3, 42) = 8.23, p < .01, although Tukey’s HSD test showed none of

the intervention conditions to be significantly different from the control, p > .05. Finally,

the trial by condition interaction was not significant, F(36, 504) = 1.23, p = .169.

3.4. Discussion

Overall, the results did not support the proposed hypotheses concerning the two

treatments. Neither task completion time nor the number of postcompletion errors was

reliably different for the cued, mode error, or combined treatments. The expected

learning effects were found, however, as time decreased significantly with subsequent

trials. Differences in overall task completion times (Tactical) were not reliable between

conditions. This suggests that neither the cue nor the downstream error cost or a

combination of the two had any substantial effect on task speed. However, given that the
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structure of the Tactical task itself, apart from what occurred at the postcompletion step,

was identical for all three conditions, it does not seem so out of order that the overall

trend was similar across groups.

It should be noted, however, that the mode error condition incurred additional

time costs as participants were often slowed at the initial step on subsequent trials

following a postcompletion error. Participants were often initially puzzled by the state of

the system upon return after postcompletion error commission on a previous Tactical

trial. Since, in that condition the Tactical system was left at the point of the

postcompletion step if omitted, they were required to complete the step of hitting the

“Tracking” button before proceeding back to the first step of the task. Nonetheless, this

feedback did not seem to change participants’ behavior or decrease their rate of error.

3.4.1. Failed Postcompletion Step Recall

Consideration must be given to the ten participants who were unable to recall the

postcompletion step at above 50% frequency. The fact that ten of the initial forty-nine

participants were unable to recall this task step is somewhat remarkable considering that

they had all completed the extensive training session successfully. Nevertheless, despite a

slightly positive relationship between the total number postcompletion errors and other

errors, several of these participants with high numbers of postcompletion errors made

relatively few other errors. This supports the notion that the postcompletion step is

particularly difficult to remember due to the task characteristics provided by Reason

earlier in this document.

In subjective reports, participants, including those who committed the error at

over 50% frequency, reported that the task as a whole was generally not difficult to

remember. However, some of those who did commit postcompletion errors at over 50%

frequency stated that the task seemed to change or that they didn’t understand why the
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program kept beeping at the last step. Again this suggests that they had particular

problems recalling the postcompletion step.

Although not markedly different possibly due to the sample size, there was a

difference in the number of above 50% frequency participants omitted by condition: five

from the control group, three from the mode error group, two from the cued group and

three from the combined group. The control condition, without any particular feedback at

the postcompletion step, generally left more participants who did not remember the

postcompletion step (at above 50% frequency) at testing followed by the mode error,

combined, and cued conditions. While the data from the current work is inconclusive, it

seems possible that further testing on this measure may reveal general differences in task

retention between conditions.

3.4.2. Review and Explanations

The work presented here was intended to examine the effects of a simple visual

cue and a downstream error cost on postcompletion error commission. Although human

error within man-machine systems has been studied for quite some time, the best that the

literature seems to offer are general taxonomies of human error and task performance

with little predictive value. Various aids, reminders, and interventions have been

suggested and implemented in real-world settings (Reason, 1990; 1997), but low level

psychological inquiries of how these work and comparisons of which work better in

particular situations are lacking. The earlier study by Byrne and Bovair (1997)

demonstrated that human error could be more critically assessed at the cognitive level,

finding the influence of working memory load on one common procedural error,

postcompletion error. The current inquiry was an attempt to take this critical approach

further in a comparative study of two types of error interventions.

Although the effects of both conditions in the current study were not found to

cause significant change in reaction times or error commission at the postcompletion
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step, the findings do present some valuable implications. First, the fact that the visual cue

did not significantly reduce the number of postcompletion errors committed by the

participants suggests that, at least in this type of computer-based task, the cue was not

salient or informative enough to be of significant aid for the sample group tested. While

for the experimenter, the sudden onset of a large red dot next to the button that needed to

be pressed on a black and white console at the postcompletion step seemed intuitive and

informative enough, participants made omissions regardless. Seemingly, they were

overlooking the cue or forgetting its correlation with the action of pressing the

“Tracking” button at the postcompletion step.

Initially, it was considered that this might be attributed to participants’ lack of

understanding about the system or scenario (Starfleet Control). However, Rouse (as cited

in Sheridan, 1997) states that the evidence does not support the idea “that diagnosis of the

unfamiliar requires theory and understanding system principles.”  Moreover, participants

could not have made it to testing without first passing an extensive training session where

the system was described to them in full detail. Most likely, for participants who

exhibited correct knowledge of the plan (sub-50% postcompletion frequency), their

attention was simply distracted at the postcompletion step. Critical observation of the

system’s state should have caused them to wonder about the novel appearance of the

visual cue next to the “Tracking” button. However, a speed-accuracy tradeoff, coupled

with the motivation generated by the time and performance pressures, may have allowed

omissions to take place despite the cue.

Neither did the downstream error cost present a significant change in behavior at

the postcompletion step for participants. While it was expected that the cue would be

more effective between the two treatments, it was also hypothesized that this downstream

error cost would generate negative feedback to the user to bring about a change in

behavior. However, as shown in the results, the number of postcompletion errors in this

condition was not significantly different from the control group, suggesting that it did not
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provide any significant advantage (or disadvantage) for the participants. This perhaps

follows findings by Serig (2001) that demonstrated participants’ error commission to be

relatively independent of negative or positive feedback.

There are some qualifications that go along with the findings. It is quite possible

that the lack of significant differences is due to the few number of postcompletion trials

or opportunities for error (thirteen). Additionally, it should be noted that several

participants failed to recall the postcompletion step altogether. Since the system no longer

offered error messages telling the participant what the correct action was at each step, it is

likely that as trials progressed with no strong negative or informative feedback given by

the system, the participants continued through the trials uncaring or unaware of their

mistake. Driven by the performance and time pressures, it is likely that they failed (or

chose not to) to stop and consider their incorrect actions or try to recall the meaning of

the interventions. As participants proceeded through the thirteen Tactical trials with the

incorrect plan (a mistake) and that particular rule gained strength, it would have become

increasingly difficult for the cue or the mode error to generate any influence on the

participant’s behavior.

One final possible explanation is that the interventions lacked salience or

participants forgot the association or rule. However, literature on task training and

transfer indicates that frequent hands-on experience with an accurate simulator is the best

way for an operator to develop a strong mental model of the process (e.g., Detterman,

1999; Sheridan, 1997). Participants were required to read a manual detailing the

association of the cue to the postcompletion step (see Appendix A) and were not allowed

to quit the training session until they could complete three further trials on their own

without the manual. Evidence from research on warnings and reminders, however,

suggests that they should be novel and constantly updated to capture attention sufficiently

(Laughery & Wogalter, 1997; Reason, 1997). Whether this is a problem of training,

interface design, or cue remains to be seen.
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3.4.3. Implications

According to Byrne and Bovair (1997), the commission of postcompletion error is

so reliable under high working memory load that they suggest the only real way around is

to design it out. Other possibilities that have been commonly suggested and implemented

include forcing functions that “force” the user to complete an otherwise potentially

omitted step in order to achieve the main task goal. Serig (2001) found that participants

given a “forced” Tactical version of the task, where the postcompletion step must be

completed to obtain a completion signal (target destroyed cue), made postcompletion

errors at close to zero frequency. Automated teller machines initially faced the same sort

of problem as the initial auditory and visual reminders implemented in early models

failed to successfully remind customers to withdraw their card. As a result, many models

today now feature a forcing function that prevents the user from proceeding with a

transaction before the card is withdrawn. For the initial gas cap example, newer cars now

have caps that are somehow tied to the car.

Reason (2000) offers several different suggestions for reminders as alternatives to

forcing functions and more expensive system redesigns that, with some tasks, are not

quite possible. In a short survey based study, comparisons were made between reminder

strategies, similar to how remediation techniques were evaluated in the current

experiment, using a constructed postcompletion error. In contrast, however, the reports

provided by Reason (2002) were based on subjective ratings and were not undertaken

with computer-based tasks.

3.4.4. Further Inquiry

According to supporting theories and suggestions (e.g., Altmann & Trafton, 2000;

Reason, 1997), quick and practical interventions may be found for computer-based tasks

that are effective at reducing postcompletion error and errors in general. Further inquiry
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was again made using tasks with constructed postcompletion steps, since they generate

omission errors predictability and can be accounted for theoretically. To consider the

effects across tasks, a new computer-based task was designed and compared with the

original used in Experiment 1 to pinpoint differences. Only through such controlled,

empirical comparisons and probing of human performance using a known procedural

error will predictive, specific, and useful information for error intervention be revealed.

4. EXPERIMENT 2

The purpose of Experiment 2 was twofold: first, correct the shortcomings of

Experiment 1 and second, expand the breadth of inquiry. Issues with training, train-test

delay length, salience of our interventions and strength of association, and the number of

trials at testing were considered in devising a new study on routine procedural errors and

their possible interventions.

4.1. Mode Awareness and Training Issues

It has been hypothesized for quite some time that people use mental models to

predict system behavior and guide actions (Norman, 1983). Consequently, training in the

previous experiment and in the work by Serig (2001) was thorough and detailed.

However, as noted, there were still problems in Experiment 1 with several participants

who failed to recall the postcompletion step at greater than 70% frequency at testing.

Perhaps due to inadequate training or too long of a train-test delay, it is possible that

participants had an inadequate mental model of the system (or at least the Tracking

system) and hence the postcompletion step was not immediately apparent.

With a gas cap on a car, despite lack of experience, the physical presence and

design of the cap may act as a cue to remind a person to later replace it (system

maintenance) after completion of the main goal (filling up the car). The same may be true

with the removal of originals from a photocopier or a banking card from an ATM.



                                                                                                                           Visual Cues 33

However, with the task used in Experiment 1 there were several participants who showed

dramatically incomplete recall at testing suggesting a lack of knowledge and not a simple

slip of mind or behavior. To them it was not obvious that the “Tracking” button needed to

be pressed a second time for system maintenance. Hence, the association between the

system change and maintenance (postcompletion) steps was further emphasized in

Experiment 2. To do this, four main changes were made:

1. The training manuals were revised to promote a stronger mental model of the
system for participants.

2. The delay between training and testing was reduced to two days.
3. Participants were quizzed at the end of training to ensure that they associated the

cue or mode indicator and the postcompletion step (e.g., If you see the red
blinking arrows…?).

4. The system reminded participants of the postcompletion step on the first trial at
testing if they forgot.

Finally, in selecting cues and revising the training materials, the issue of inert

knowledge was addressed: just because people possess the relevant knowledge (through

training in this case), it does not guarantee that it will be activated when needed, given

the conditions in which the task is performed (Woods & Cook, 1999). Even additional

effort may be futile as Serig (2001) found that adding additional social incentives at

training had little effect in improving participants’ performance at testing. Findings from

the problem solving literature show that people fail to apply a recently learned problem

solving strategy to an isomorphic problem unless explicitly prompted (Gick & Holyoak,

1980). The importance of having cues and information available “just-in-time” is well

documented and accepted in other domains as well. Thus, with the working memory load,

time, and performance pressures, a successful system interface should provide salient

cues to successfully prompt the required action and information at the right time and

place in the given context.
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4.2. Intervention Implementation

Experiment 2 introduced two interventions: an enhanced visual cue and a mode

indicator. These were developed specifically to address issues brought up by the findings

from Experiment 1. Two separate and somewhat different interventions were employed

to help pinpoint the characteristics of a successful intervention, should one or both have a

significant effect.

4.2.1. An Enhanced Visual Cue

It is well known that the selection or noting of visual cues or features is automatic

(e.g., Treisman, 1988). Automatic processing of novel peripheral cues regardless of

whether or not they are informative has been well documented in the literature (e.g.,

Jonides, 1981; Remington, Johnston, & Yantis, 1992). Other research has also revealed

that even the addition of a simple visual cue (e.g., an orange dot) can bring about changes

in how people interact with physical objects such as doors (Wallace & Huffman, 1990).

Colorful visual cues are known to be effective and necessary in guiding individuals to

select points of activity, such as the push plate on a door (Norman, 1988). The simple red

onset used in Experiment 1, however, was not an effective reminder.

Hollnagel (1993, p.299) explains that the strength of a cue is relative to its

specificity and thus it is the relative not absolute strength that is important when assessing

a cue’s potential as a reminder. This assertion is governed by the fact that when a task is

considered trivial, attention is more easily diverted. Performance becomes controlled by

more error-prone generic functions such as “look for cue which indicates a turn,” rather

than exact intentions such as “look for cue-X, then turn to the right.” For this reason, it

was important to design and train participants to visually specific cues demanding

explicit actions rather than generic ones affording a wider range of meaning. Such

generic cues can potentially lead to description errors, or errors caused by multiple cues

with ambiguous specification of the required action or state, if used within complex
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systems (Norman, 1983). This may explain the ineffectiveness of the cue in the previous

experiment.

In a study by Monk (1986), auditory cues were used to drastically reduce the

occurrence of mode errors. Keying-contingent sounds were used on a keyboard-based

computer game to enhance feedback and draw the user’s attention to a change in the

system’s mode. This worked well because the nature of mode errors is such that they

generally occur when the user is unaware of the system’s current mode and its

consequences. Monk (1986) observes that display changes, however, are effective when

the user is required to look at the relevant parts of the display at the appropriate moment

in the dialogue. Mechanical pointing devices such as the mouse force users to focus on

the screen, making small visual changes or cues, which may go unnoticed with other

types of interaction, more likely to be effective.

4.2.2. Cue Attributes

There is much research (Sutcliffe, 1995) suggesting that the visual attributes most

effective for attracting attention (warnings and indicators) on a computer interface in

order are as follows:

1. Movement (blinking or change of position)
2. Shape and Size (character font, shape of symbols, text size, size of symbols)
3. Color
4. Brightness
5. Shading and Texture (different texture or pattern)
6. Surroundings (borders, background color)

Sutcliffe (1995) suggests that care be taken to ensure that the user population interprets

the warning icon as the designer expects. Furthermore, such techniques should only be

used sparingly, as the presence of many conflicting stimuli can essentially dull their

individual effectiveness.
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For color, red, green, and yellow are recommended as status indicators, each

corresponding to its meaning on a traffic light. To draw attention, white, yellow, and red

are most effective, although yellow offers the best visibility. Based on these

recommendations from the literature and the failure of the cue in Experiment 1 to reduce

postcompletion errors against the control condition, alternating red and yellow blinking

arrows (see Figure 10) were used in both the Tactical task and the new Medical task.

Exact placement of the cue was determined through pilot studies to ensure that people

associated the cue with the required step.

Figure 10. Two blinking (red and yellow) arrows.

4.2.3. A Mode Indicator

The previously used Tactical interface of the Bridge Officer Qualification

program was redesigned for a separate mode indicator condition in which visibility of the

state change was enhanced. As shown in Figure 11, the mode indicator consisted of a
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green light on the “Tracking” button, the appearance of crosshairs in the targeting

window, and the message “Tracking Mode Enabled.” It was thought that the combination

of these three novel features would be sufficient to indicate to the user that the system

was in a separate Tracking mode.

Figure 11. Mode Indicator in the Tactical task in on (left) and off (right) states.

   

The Chief Medical Officer Qualification program (Figure 12) was also similarly

developed in all three conditions (control, cued, and mode) with the cue and mode

indicator appearing at the “Main Display” button instead of at “Tracking”.
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Figure 12. Medical console.

The intention of the mode indicator condition was to provide contextual cues on

the interface that convey system that the Tracking system is turned on. When combined

with the given if-then rule at training (i.e., “If you see a mode indicator light the system is

on”), the mode indicator implies the necessary corresponding action of turning off the

Tracking system (system maintenance). Once the participant finishes the intermediary

steps and hits the “Tracking” button a second time, the green blinking turns off to

indicate that the Tracking mode has ended. This type of mode indicator is quite common

in real-world devices. As Monk found (1986) in his study, enhancing feedback with an

auditory cue to signal a change in the system’s mode decreased the frequency of errors

made by participants.

4.2.4. Two Postcompletion Tasks

In Experiment 2 the same two interventions were tested both on the Tactical

system used in Experiment 1 and a new (postcompletion) Medical system designed for

the purposes of this study. This was to look at any differences in the efficacy of the



                                                                                                                           Visual Cues 39

interventions across interfaces and tasks. The new system was tied in with the old

scenario of the Star Trek Bridge Officer Qualification course under the title: Chief

Medical Officer Qualification course. The system and task have real-world applicability,

having been taken from a real-world medical infusion pump scenario and interface

design. The hierarchical structure of the new task is shown in Figure 13.

Figure 13. Medical task hierarchy (postcompletion).
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4.3. Method

4.3.1. Participants

Ninety-one undergraduate students from Rice University aged 18 to 35

participated for course credit in a psychology course and additional cash prizes ranging

from $10 to $40.

4.3.2. Materials

The materials for this experiment consisted of a paper instruction manual for each

of the four tasks (Navigation, Transporter, Tactical, and Medical), paper quizzes for the
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first day, Apple iMac computers running the Bridge Officer Qualification and Chief

Medical Officer Qualification applications written in Macintosh Common Lisp, and a

web-based general questionnaire.

4.3.3. Design

Experiment 2 used a two-factor between participants design with two independent

variables, task and intervention. Task consisted of two conditions: Bridge Officer and

Chief Medical Officer. This was to look at differences in the effectiveness of the

interventions across tasks. Intervention consisted of three conditions: control (no

intervention), visual cue (alternating red and yellow blinking arrows), and mode indicator

(mode indication for the system state change). Participants were randomly assigned to

one of the six groups.

The primary dependent measure was the number of postcompletion errors made

during the Tactical and Medical tasks. Other dependent measures of interest included

response times at the postcompletion step and the overall number of errors per task.

4.3.4. Procedure

Similar to Experiment 1, participants were run in two sessions, although the

spacing between them was reduced to two days to help address problems with recall of

the tasks. The first session served as a training session using written documentation for

each of the tasks (Navigation, Medical or Tactical, and Transporter; Appendix D). Order

of training was randomized for every participant. Once participants successfully

completed the training trial with the manual and logged three subsequent error-free trials,

they were asked to move on to the next task. Errors resulted in warning beeps and

messages and participants were returned to the main control to restart the task. This was

to prevent participants from completing training without having gone through each of the

tasks at least four times with all steps done correctly and completely. When training was
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complete, they were reminded that they would be tested for prizes in two days and given

a short quiz (Appendix C) to ensure that they had an accurate mental model.

The second session consisted of the test trials for both the Tactical and Medical

tasks. In random order, participants completed seventeen trials of their assigned

postcompletion task (Tactical or Medical) and 11 trials for each of the two dummy tasks

(Navigation and Transporter) for a total of 39 trials for the test day. The number of trials

for the postcompletion task was increased from 13 in the first experiment to provide

greater power. At testing, the experiment program emitted warning beeps on error

commission to warn individuals but did not immediately return them to the main control

as in training. Participants were encouraged to work both accurately and quickly by

means of a scoring system (Appendix E), prizes, and an onscreen timer as in the first

experiment (see section 3.1 for details). The same auditory working memory task from

the previous experiments was also used in the current work for all task conditions at

testing.

4.4. Results

A total of 91 participants began this experiment, but data from only 82 were kept

in the final analysis. The primary reason for this loss of data was participant failure to

show up at their assigned testing date, but there were also a few cases of lost and

incorrectly saved data files and one participant was removed as an outlier (Medical, cue

condition). Groups broke down as shown in Table 3 below.
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Table 3

Experiment 2 descriptives.

 Tactical Medical
  Control Cue Mode Control Cue Mode
 N 14 16 13 14 12 13

PCE frequency M 6.81% 0% 6.21% 0.82% 0% 1.99%
 SD 10.34 0 9.22 2.08 0 4.14

PC step times M 4365.46 3512.23 4627.68 1077.67 984.98 1096.58
 SD 1075.95 540.78 1520.78 225.9 221.72 245.7

Total errors M 0.54 0.65 0.83 0.18 0.27 0.4
 SD 0.39 0.75 0.58 0.14 0.24 0.22

WM accuracy M 49.90% 50.36% 45.25% 38.95% 45.92% 33.22%
 SD 25.39 23.07 23.14 18.01 22.56 19.63

4.4.1. Postcompletion Errors

Our primary measure of interest was the frequency of errors at the postcompletion

step in both tasks. This is the step immediately following completion of the main task

goal. In contrast to Experiment 1, there were no participants with greater than 50%

postcompletion error frequency, suggesting that the correct knowledge was imparted and

carried over to testing day.
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Figure 14. PCE frequency by condition and task (std. error bars).

Note. Cue is 0% in both tasks.

For the Tactical task, mean postcompletion error frequencies were 6.81%, 0%,

and 6.21% for the control, cued, and mode indicator conditions, respectively (Figure 14).

Analysis of variance showed the effect of intervention to be reliable, F(2, 76) = 4.061, p

= .021, but not the interaction of intervention by task, F(2, 76) = 1.86, p = .162. Planned

comparisons confirmed our hypothesis, as participants made significantly less errors in

the cued condition versus the control, t(76) = 3.14, p = .002, and even versus the mode

indicator group, t(76) = 2.81, p = .006. In comparison, the mode indicator failed to

produce reliable differences with the control group, t(76) = .263, p = .793.

In the simpler Medical task, mean errors at the postcompletion step were very

low: 0.82%, 0%, and 1.99% for the control, cue and mode indicator conditions,

respectively. Again, none of the twelve participants in the Medical cued condition made a

single postcompletion error in all seventeen of their trials. The same planned comparisons

done on the Tactical task revealed no reliable differences across intervention and task.
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4.4.2. Postcompletion Step Times

Outliers greater or less than three standard deviations from each participant’s

mean were removed and replaced with their mean. Whether due to the number or nature

of the steps, the mean reaction time at the postcompletion step was drastically shorter in

the Medical task. An ANOVA showed this effect of task to be reliable, F(1, 76) = 305.41,

p < .001. The effect of condition was also reliable, F(2, 76) = 4.32, p = .017. However,

the condition by task interaction was not, F(2, 76) = 2.86, p = .63.

4.4.3. Total Errors

The average number of total errors (out of all possible steps) was found to be

higher for the Tactical task than the Medical: 0.67 in the Tactical versus 0.28 in the

simpler Medical task, F(1, 76) = 14.60, p < .001. Differences across intervention were

not reliable, F(2, 76) = 2.24, p = .113, although it should be noted that the total number of

errors was slightly higher for both the cue and mode indicator conditions in both tasks.

4.4.4. Working Memory Task

Participants showed no reliable differences in working memory task performance

regardless of task F(1, 76) = 3.47, p = .07 or intervention, F(2, 76) = 1.09, p = .342.

4.5. Discussion

Our findings generally corroborate our hypothesis for the visual cue, but not for

the mode indicator. As reported, all 16 participants in the cued condition of the Tactical

task exhibited error-free performance at the postcompletion step. In contrast, the control

and mode indicator groups showed mean postcompletion error frequencies between six

and seven percent Given the lack of reliable differences across intervention for overall



                                                                                                                           Visual Cues 45

error rates and performance on the working memory task, there seems to be no reason not

to attribute the difference in postcompletion error frequency to the success of the

intervention.

Nevertheless, our expectations for the mode indicator were not met. In fact, the

mode indicator condition in the Medical task showed the highest postcompletion error

rate. Whether this means mode indicators in general are ineffective as reminders in the

real world is unclear. However, in the given conditions of the experiment, the “just-in-

time” visual cue reduced the postcompletion error mean to nil, whereas the mode

indicator had hardly any effect relative to the control. This was despite the fact that all

participants were given equal training. To ensure visibility, the mode indicator was made

green and as large on the screen, if not larger, than the flashing arrows in the cued

condition. With the additional novel appearance of the crosshairs (Tactical task) and

display information (Medical task), the state change should have been noticeable to the

participant at the right time. Thus, its failure does not seem attributable to a lack of

knowledge or relative visibility.

It is significant to note that our findings from Experiment 2 and Experiment 1 fell

in line with the predictions of Altmann and Trafton’s MAGS (2002). This is assuming

that the cue in the first experiment failed because it was not salient or seen. Just as they

claimed, a salient cue (Experiment 2) was sufficient to prime the postcompletion step,

making it unnecessary to place the postcompletion action on the critical path. Moreover,

the mode indicator (“reminders at the start”) was not helpful for the postcompletion step

which followed. As suggested by their explanation, it was likely “masked” by

intermediate goals. Finally, our just-in-time visual cue (priming) was the only reliable

reminder, consistent with their last prediction.

4.5.1. Medical Task
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The Medical task was not effective as a parallel of the Tactical task, possibly due

to its substantially shorter length. It took participants nearly one quarter of the time taken

to finish the Tactical task and simply failed to generate sufficient error rates to prove

useful for comparing the effects of the interventions. Interestingly, though, the same cue

that completely eliminated errors in the Tactical task at the postcompletion step also

eliminated errors in the Medical task (versus .82% and 1.99% for the control and mode

indicator, respectively).

There are several possible explanations for the disparity in error rates. First, due

to intrinsic differences in the nature of the task, the assumed postcompletion step may not

have been a postcompletion step at all. In fact, it was found that the last step of the task

(return to Main Control) generated more errors than the supposed postcompletion step in

the control condition. This may be tied to a second possibility, which is that the shorter

Medical task had a much simpler goal structure. The longer and more complex Tactical

task requires the application of additional If-Then operators to complete the task and has

more transitions between related “clusters” of buttons and steps on the interface.

The Medical task also clearly illustrates the difficulty of designing a task that can

elicit sufficient error rates from participants to study human error in the laboratory. The

Tactical task, in contrast, has been successful at generating routine procedural errors in

the lab for Serig (2001), Byrne and Bovair (1997), and the present work. This

demonstrates the difficulty of predicting what specific factors in a situation cause

postcompletion errors to occur. Although the Medical task included a task step (press

“Main Display”) after the main goal of the task (program and run an infusion), this

supposed postcompletion step failed to generate significant error rates. There are

implications here for those doing formal evaluations of systems (e.g., heuristic

evaluation), since it demonstrates the complexity of identifying potential error inducing

steps or features of an interface. Simply conducting a task analysis or classifying errors

using a taxonomy will not always be enough.
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4.5.2. Further Questions

The most obvious question that surfaces from our findings is why the cue

(flashing arrows) worked in this experiment, whereas the mode indicator (text and

graphical change) and the cue in the previous experiment (red onset) did not. Was it

simply more visually prominent? The mode indicator seems to be equally, if not more,

visible, with changes being made on the interface in two areas. Was it the positioning or

timing? The cue in the Experiment 1 came in at the same time and place in the task

(adjacent to the “Tracking” button).

If Sutcliffe (1995) is correct, then movement is the strongest visual attribute in

determining whether or not a cue or warning is seen on the computer interface followed

by shape and size. Blinking arrows pointing at the correct button added both rapid

movement and an obvious directional meaning to the cue used in Experiment 1: a simple

red dot appearing next to the button. However, the visual systems of cognitive

architectures such as ACT-R are not currently hardwired to make accurate predictions on

their own of whether or not a reminder will be reliably noticed simply based on such

characteristics. Neither can such differences be accounted for by current textbook

taxonomies, heuristics, or task analyses often used to evaluate interfaces. These issues

will have implications later in modeling this task and in further study.

5. A COMPUTATIONAL MODEL

The interaction between the related theories of error and cognitive components

can be well expressed using a computer-based architecture that embodies many of the

relevant constraints on human cognition. These may effectively prove more useful than

textbook taxonomies or heuristics when it comes to accurate error prediction. One such
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architecture is ACT-R (Anderson & Lebiére, 1998; Anderson et al., in press), which has

previously been employed to model human error (e.g., Lebiére, Anderson, & Reder,

1994). Although both Experiment 1 and Experiment 2 had two separate manipulations,

the present model will be focused on the cued and control conditions from Experiment 2.

The main independent variable in this line of work has been the intervention.

With the task under consideration, the working memory load imposed by the digit span

task has also been found to affect performance and increase postcompletion error

frequency. Byrne and Bovair’s (1997) conjecture and results are also in keeping with

general findings of task performance degradation under situations of high cognitive load

(e.g., Ruffel-Smith, 1979). The model takes these conditions into consideration as well. It

does not, however, account for skill learning, which occured at the beginning of the

experiments. At this stage, errors of commission due to lack of knowledge were far more

prevalent (knowledge-based mistakes).

5.1. Error Modeling Traditions

Traditionally, symbolic systems have modeled consistent errors and errors of

commission by assuming certain rules fail to apply (Van Lehn, 1989). Symbolic systems

have more difficulty, however, with occasional slips or intrusions (Norman, 1981). On

the other hand, connectionist models, with their holistic computation style, can reproduce

human-like errors and graceful degradation of performance under noise or component

failures. However, they have been unable to scale up to computer-based tasks like that

used here. ACT-R, being a hybrid system, is better suited than traditional symbolic

systems in this case, because activation of chunks is spread through a connection network

(e.g., Altmann & Trafton, 2000).

Since the ACT-R theory proposes a limit on source activation that is divided

between tasks, it is well-suited to model the paradigm at hand. By taking advantage of

this construct, potential errors at each step in the task structure can be introduced. As
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shown in previous work (Byrne & Bovair, 1997; Serig, 2001), postcompletion errors

occur reliably with increased working memory load, which, in its model representation,

“steal” activation required to make a retrieval of the postcompletion subgoal.

Anderson, Lebiére, & Reder (1994) have already demonstrated ACT-R’s capacity

to model human error, traditionally considered a domain restricted to connectionist

models. In their study, participants were asked to perform a high-level cognitive task of

solving simple linear algebra problems while memorizing a digit span, in similar fashion

to the work at hand. Using ACT-R they reproduced errors of omission by introducing a

cutoff on the latency of memory retrievals – retrievals fail if a chunk does not have

sufficient activation. By adding Gaussian noise to chunk activation, they were able to

generate a pattern of error quantitatively similar to participant data. With the current

paradigm, a similar method was utilized to model errors of omission occurring at the

post-completion step.

5.2. Model Specifications

The model was built only to perform the Tactical task. Although it has many

abstractions, particularly in the non-postcompletion steps, the focus was the

postcompletion step itself. There is an assumption here of medium to high skill level and

familiarity with the task. Yet it seems rather unlikely that, no matter how familiar the

person is with the task, the exact location of the required button would be remembered

down to the pixel level. Thus, visual attention was directed to the button at each step

using a range rather than specific coordinates with little lag for visual search. The model

in its current form also does not explicitly account for the hierarchical nature of the task

(goal structure). Hence, the longer delays found in participant data where the task

demands movements across “clusters” of widgets on the interface are absent.

There are two key productions in this model related to the postcompletion step.

The first of these initiates a retrieval of the postcompletion step information, which
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includes the visual coordinates for the next step. Using partial-matching in ACT-R, the

level of “similarity” between the two knowledge chunks for the postcompletion step and

the last step can be adjusted. The additional working memory load is simulated using

dummy chunks representing state information placed in the goal buffer. These chunks,

which can be considered as the digits in the digit span task, “steal” activation available

for the retrieval of the chunk that produces the postcompletion action. By adding

activation noise, random retrievals of the incorrect (last) step are generated, leading to

postcompletion errors. This leads to simulated postcompletion errors, where any retrieval

of a functionally isolated step (Reason, 1997) is less likely to be made. In the cue

condition, a second production automatically “stuffs” the cue into the visual system on

appearance which, in turn, triggers the retrieval of the correct knowledge chunk for the

postcompletion step.  In this case the automatic capture of visual attention by the cue

eliminates potential errors.

The postcompletion frequency found in Experiment 1 for the control condition

was 4.9%. However, this was only after participants who committed the error with over

50% frequency were removed in adherance to the definition of postcompletion errors as

errors occurring at high skill levels. Postcompletion frequency was at nearly 25% with

their data included. In Experiment 2 the baseline postcompletion frequency was slightly

lower, although this time participants with 25%+ frequency were absent. Thus, as a

compromise, 5-15% was the target postcompletion error frequency for this model. This

seems reasonable considering that the means for the cued and downstream error groups’

participants exhibited postcompletion errors at around 10% and the trend in the data

showed these groups to be better overall, although not significantly.

Running the model for 200 trials generated a 14.1% postcompletion error

frequency in the control condition. In the cued condition the model responded correctly

every time, taking advantage of ACT-R’s ability to respond to a prespecified color (red).

Once visual attention was “captured” by the novel appearance of the cue at the step,
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retrieval of the correct knowledge chunk for the postcompletion step was guaranteed.

This behavior was generated by an IF-THEN type rule in the model, dictating retrieval of

the postcompletion goal in response to the red cue. This followed instructions in the

training manuals, which asked subjects to complete the postcompletion step when the

“red indicator” lit up. Hence, the model demonstrated the correct application of this rule

with training, similar to performance by participants.

5.3. Further Work

The current model is a work in progress. For example, this model fails to

recognize failed firing attempts (‘target not destroyed’). In further iterations of the model,

step times may be fit to data collected from Experiment 1 and 2. This will require that

some current abstractions of the model be removed, particularly its retrieval of set

coordinates for the location of a visual object in lieu of a visual search. This may also

open the possibility of modeling non-postcompletion errors at each individual step as

well as generating a plausible account for human reaction to the cue, unaccounted for by

the current model. The ultimate goal of this work would undoubtedly be a model that is

able to predict errors and the effects of various interventions and redesigns given an

interface and task.

6. CONCLUSION

Several suggestions for the design of interfaces used in routine procedural tasks

can be gleaned from this work. First, this work has demonstrated that timing is key to the

success of a reminder. Both the mode indicator (which appears before the postcompletion

step) and the downstream error cost had no reliable effect, in contrast to the just-in-time

cue introduced in Experiment 2. Furthermore, when implementing visual cues as

reminders for users, it seems that movement and/or shape are strong determinates of their

effectiveness. Our cue in Experiment 1 appeared at the same exact location as the cue
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used in the second experiment, yet generated no reliable differences from the no cue

control condition. The mode indicator, which relied on static contextual cues on the

interface, also did not reduce the number of errors at the postcompletion step. Even

negative feedback from the system (Experiment 1) in the form of a downstream error cost

and as reprimands from an “overseer” (Serig, 2001) fail to generate any significant

reduction in the frequency of errors. Postcompletion errors cannot simply be willed away.

However, combatting potential errors may not be so simple as merely adding

attention-grabbing cues to the interface as reminders. As shown by the Medical task,

differences in task (e.g., length) and interface (e.g., background color) characteristics may

also attenuate the effectiveness of these cues. For example, the color of a cue may be

affected by its relative contrast to a background color. As Sutcliffe (1995) notes, the

presence of more than one stimulus in conflict with the others can reduce individual

effectiveness. Additionally, the fact that our participants had explicit training on the

meaning of the cue should be considered. Simply placing blinking arrows or other novel

cues on the interface would affect new users differently from those who had been trained.

One of the problems with the cue used in Experiment 1 may be the speed at which

our attention shifts in routine procedural tasks with medium to high level of skill and

external pressures. Hence, while the cue used in the first experiment appeared in temporal

conjunction with the completion of the previous step and in spacial proximity to the

targeting window, it was still overlooked. In contrast, the successful blinking cue

continued to generate attention-capturing movement until the postcompletion step was

completed. Moreover, it offered immediate information (arrows pointing to the correct

button) about its meaning. Consider automobiles that use auditory alarms (a high-pitched

beep) to remind drivers that they left the headlights on as they get out. Often, even this

noise is insufficient (particularly without training or previous experience) to remind the

driver, particularly if he/she is in a rush to exit. Although not evaluated here, placement

of the reminder in an advance position along the sequence of task steps is known to help,
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as is the case in common daily tasks. Reason (2003) gives a simple example of leaving

something in the doorway, as a reminder to take it when leaving.

Finally, since the graphical change (and intention formation by the participant)

occurs prior to when the postcompletion step should take place, the mode indicator

condition in Experiment 1 may have failed due to its demands on prospective memory.

This is the remembering and execution of delayed plans with no additional prompts at the

time of intended retrieval (Guynn, McDaniel, & Einstein, 1998). Similar to the popular

Einstein-McDaniel paradigm, where a participant must press a key when they encounter a

particular word during a separate task of rating and memorizing word lists, the participant

in the mode condition was also required to act on the mode indicator after completing the

main goal of the task (delay). According to Marsh and Hicks (1998), prospective memory

performance decreases with increasing load on the executive resources, such as working

memory. Hence, mode indicators, which are used as aids and reminders, are in fact

susceptible to the same stressors they are meant to alleviate.

In conclusion, this work is a first step towards extending our knowledge of

successful visual cue-based reminders in computer-based tasks. By examining how

people make use of visual cues in computer-based procedural tasks to produce correct

behavior, understanding may also be gained as to what factors, alternatively, lead to

error. While general human performance data, physiological knowledge, and guidelines

exist to suggest (e.g., Sutcliffe, 1995) the visual properties of effective cues and

reminders, they are vague and have not been elaborately explained at the cognitive level

in relation to computer-based tasks. With the tendency to err being innate in humans,

computer interfaces must be designed to both reduce the frequency of human error and

remediate their effects.

Additionally, these studies have shown that the traditional task analysis can be

insufficient to predict errors, particularly those low in frequency, in computer-based

tasks. A more extensive method that can account for the reported observations is
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necessary for the reliable prediction of errors and thorough interface evaluation. Such an

approach would undoubtedly be unwieldy to implement manually and, hence, modeling

is suggested as the eventual solution. Those studying eye movements in reading (e.g.,

Rayner, 1998) have similarly turned to computational modeling as a means of turning

their data into something that can be iteratively tested and validated. For a valid modeling

approach, however, it will be necessary to determine how specific visual properties affect

our visual attention, since our actions on an interface are largely guided by visual cues

(e.g., Gray, 2000). Only then can an evaluation of human error be truly useful – for what

good is pinpointing a potential user error if no good design solution can be suggested?
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8. APPENDIX A

Tactical Task Manuals
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9. APPENDIX B

Experiment 1 Point Table

Prizes:

First Place - $25 Amazon.com gift certificate
Second Place - $15 Amazon.com gift certificate
Third Place - $10 Amazon.com gift certificate

Time Bonus:

Conn
< 10 sec = +100 points
10-20 sec = +50 points

Transporter
< 10 sec = +100 points
10-20 sec = +50 points

Tactical
< 15 sec = +100 points
15-25 sec = +50 points

Task Bonus:

Correct step = +25 points
Incorrect step = -50 points

Letter Task Penalty:

Incorrect = -200 points



                                                                                                                           Visual Cues 62

10. APPENDIX C

Post-training quiz questions (Tactical, all conditions)

The phaser should be fired when the target:

a. is directly aligned with the crosshairs.
b. is within the small, donut-shaped area directly around the crosshairs.
c. disappears.
d. appears.

The last step on the phaser console, before returning to main control, is to click the:

a. ‘Power Connected’ box.
b. ‘Charge’ button.
c. ‘Tracking’ button.
d. ‘Firing’ button.

The transporter beam is engaged by moving the cursor over the target and pressing the:

a. spacebar.
b. mouse button.
c. shift key.
d. enter.

When at the navigation console, the ‘Course Correction’ equals:

a. the current – programmed heading.
b. the current + programmed heading.
c. The programmed – current heading.
d. The programmed + current heading.

*The appearance of the blinking arrows in the tracking window next to the ‘Tracking’
button means you must:

a. return to ‘Main Control’.
b. click ‘Tracking’ to turn off the Tracking system.
c. press fire (spacebar) again.
d. Reconnect power and begin the task again.
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*If you destroyed the target and the ‘Tracking’ button is lit green with ‘Tracking mode
enabled’ indicator next to it, you must:

a. return to ‘Main Control’.
b. click ‘Tracking’ to exit Tracking mode.
c. press fire (spacebar) again.
d. reconnect power and begin the task again.

The letter recall task demands that, when you hear the tone, you type in the last:

a. letter you heard.
b. four letters you heard.
c. five letters you heard, in reverse order.
d. three letters you heard.
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Post-training quiz questions (Medical only, all conditions)

The correct rate to program for the pump exercise is:

a. “150”.
b. “200”
c. “1000”
d. “125”

Before moving to Main Control and the next task, you must exit the (Infusion console)
Programming mode, as indicated by the ‘Programming Mode Indicator’, by pressing the:

a. ‘Main Display’ button.
b. ‘Rate’ button.
c. ‘Vol’ button.
d. ‘Insert Cassette’ button.

Pressing the ‘Rate’ button puts the pump in:

a. Main Display.
b. Programming mode.
c. Infusing mode.
d. none of the above.

The last step on the infusion console, before returning to Main Control, is to click the:

a. ‘Main Display’ button.
b. ‘Rate’ button.
c. ‘Vol’ button.
d. ‘Insert Cassette’ button.

With the last step on the infusion console, before returning to Main Control, the ‘Infusion
Flowing’ message and blinking arrows signify that you must click the:

a. ‘Main Display’ button.
b. ‘Rate’ button.
c. ‘Vol’ button.
d. ‘Insert Cassette’ button.
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11. APPENDIX D

Sample Tactical Manual (Mode)
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Postcompletion Step Instructions

Tactical Manual (Control):

Tactical Manual (Cue):

“The tracking system is next turned on by clicking on the ‘Tracking’ button, as shown in

Figure 8. It is possible to tell

Tactical Manual (Mode):
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Main Control Manual
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Navigation Manual
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Transporter Manual
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Sample Medical Manual (Mode)
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12. APPENDIX E

Experiment 2 Point Table

Prizes:

First place: $30
Second place: $20
Third place: $15
Fourth place: $10
Fifth place: $10

Time Bonus:

Conn
< 10 sec = +100 points
10 - 20 sec = +50 points

Transporter
< 10 sec = +100 points
10 – 20 sec = +50 points

Tactical
< 15 sec = +100 points
15 – 25 sec = +50 points

Task Bonus:

Correct step = +25 points
Incorrect step = -50 points

Letter Task Penalty:

Incorrect = -200 points
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13. APPENDIX F

Model Parameters

(sgp :v nil :pm t :esc nil :ans 0.2 :rt -0.6)
(pm-set-params :real-time t :visual-movement-tolerance 1 :show-focus nil :randomize-
time t)
(setsimilarities (s11 s12 -1.0))


